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Chapter 1

Introduction

It is hard to state with precision (at least at this moment in time) exactly how social
media is transforming our present-day society. The rate at which information can spread
is drastically changing as well as how people interact with and consume it. Embedded in
this change are new modes in which people connect, interact, socialize, and conceptualize
their roles in society.

Alfred Whitehead once wrote that “the major advances in civilization are processes which
all but wreck the societies in which they occur” [1], a statement that feels relevant to any
society entrenched in disruptive change. One need not look very far to observe the social
problems that social media is helping to call to the surface; problems like misinformation
[2-5], disinformation |2, 3, 5], social manipulation [3, 6, 7|, filter bubbles [8-11], political
radicalization [9, 12|, and hate speech [13, 14| have become prominent issues that must
be reckoned with, at some point or another.

In considering these issues as societal disruption, one may be reminded of Hans Jonas’s
writing on technology, ethics, and responsibility. In “Technology and Responsibility: Re-
flections on the New Tasks of Ethics,” Jonas makes an argument for more forethought
and caution when producing powerful and disruptive technology [15]. As he notes, in this
modern era for the first time ever, technology has the power to destroy the Earth and
humanity.

While social media may not invite the destruction of the Earth nor humanity, this mode
of caution and responsibility does point towards a more critical lens through which the
problems of social media may be analyzed. Furthermore, it offers an assortment of ques-
tions one could ask like “is social media changing people and society, and in what ways
exactly?” and “if social media is changing individuals, is it aligned with how individuals
would like to be changed?” These kinds of questions call back to what media researchers
and philosophers like Marshall McLuhan attempted to call attention to through sayings
like “the medium is the message” [16], whereby one may understand that often the changes
brought on by a shift in a medium may be more subtle than the contents of the message
itself.

All of that said, there’s no closing Pandora’s Box; social media and all of its benefits and
harms are here and are unlikely to miraculously fade away with little thought given to
their resolutions. Instead, it is of the utmost importance that tools are created to better
understand social media and the way it is influencing (and at times, altering) individuals



and societies. This thesis fits in neatly with that need.

Simultaneously with the rapid shifts in communication media, the field of natural language
processing (NLP) has seen prominent shifts in the way problems are approached. There
has been wide-spread adoption of pre-trained models that learn language representations
that may be adapted and tuned to specific, downstream use-cases. These so-called pre-
trained models (PTMs) are first trained on a large corpus to learn “universal” language
representation so that, when approaching a specific task or problem, one simply needs
to adjust these representations at a much lower training cost [17]. This paradigm has
enabled the rapid development of NLP applications, increasing performance in a broad
cross-section of use-cases.

A critical aspect that has enabled the success of PTMs is the fact that they can be
trained in an unsupervised or semi-supervised fashion, allowing for the creation of useful
representations simply by having a large corpus to train on. This is, in part, because
text has useful structure that can be taken advantage of as a training signal; for example,

predicting a word given a surrounding context (either by masking or in isolation) [18—
20].

A curious phenomenon has occurred because of the need for more data: Social media and
internet-based data has been increasingly prominent in heterogeneous datasets such as
those used to train large language models like GPT-2 [21] and RoBERTa [22]. On one
hand, this provides an interesting opportunity to investigate the differences in language
representation based on the media it was conceptualized in (e.g. print versus a Tweet). On
another, it invites difficult questions about the ethics of doing so when considering aspects
like privacy, consent, and representation. Additionally, if one is aligned with philosophers
like Marshall McLuhan that “the medium is the message” [16] then there is a significant
question that must be asked as to whether the strategy of mixing a heterogeneous media
is ideal.

If one restricts their focus to social media, there is a variety of additional signals that one
might be able to use for pre-training, aligning well with notions of semi-supervision and
representation learning. Unlike traditional print text, language on social media occurs in
a dynamic and social environment. There are a variety of social signals one may leverage
that could yield better representations for studying, analyzing, and predicting events that
occur online. This work provides the tools to begin to leverage such additional training
signals.

As discussed in the next chapter, social media is an incredibly interesting domain, from
a purely NLP perspective. It is noisy and features artifacts of the domain, like URLs,
user mentions, and hashtags, that are entirely absent in general text. Additionally, it is a
domain of high interest, particularly for understanding an online community, its beliefs,
and its social structure. As much of public discourse appears on social media, it would be
useful to have tools better equipped to deal with and understand its meaning—particularly
in light of the aforementioned evolving social issues aided by social media.

The rest of this work is organized as follows: Chapter 2 calls to attention relevant back-
ground and related works, Chapter 3 begins a descriptive analysis of several social media
platforms and datasets (culminating in a platform-agnostic data model and Python pack-
age for interacting with social conversations), Chapter 4 probes into a set of experiments
to investigate the benefit of PTMs crafted for social media-related tasks, and Chapter 5



summarizes the totality of this work.



Chapter 2

Background and Related Work

2.1 Social Media as a Domain

2.1.1 As a Medium

In 1964, Canadian philosopher Marshall McLuhan coined the phrase “the medium is the
message” highlighting the inherent influence that the structure of a medium has on how
people communicate |16, 23].

Despite frequent misinterpretations of the phrase [24], what McLuhan sought to highlight
was the fact that when analyzing media, research frequently focuses on the obvious,
ignoring the non-obvious, dynamic components of a medium that ground communication
(or otherwise provide context) and can lead to unintended consequences. Specifically,
McLuhan emphasized looking beyond the message at the technological medium to better
understand how changes affect inter-personal dynamics of communication. An example of
this idea is the dissection of the rise of the modern 24/7 news cycle not being a result of the
news stories in-and-of-themselves, but rather a shift in attitudes of the public perception
of the news (and towards crime, as a by-product).

Social media is still a relatively new medium, but one that is clearly shifting inter-personal
dynamics of communication. Developing the tools to not only understand, but to antici-
pate how social media is affecting society is critical for addressing the detrimental effects of
a new media as well as anticipating, mitigating, and avoiding them entirely. As McLuhan
advocated “Control over change would seem to consist in moving not with it but ahead
of it. Anticipation gives the power to deflect and control force” |16, 23|. It is with such
thoughts in mind that this work seeks to better develop the mechanisms that can enable
such understanding and mitigation of negative effects.

2.1.2 As a Test Bed

Social media has a long and interesting history of being an environment to empirically
study public discourse. This is especially true of political science, considering how public
sentiments to the news, politics, and other world events can be extracted, qualified, and
quantified [25-27].

Beyond using social media to simply observe discourse in an attempt to understand how



well theory about discourse matches empirical observations, one can also utilize social
media as a social diagnostic environment. Previous works highlight such applications
like tracking the spread of sickness, memes, and ideologies as all components that can
be tracked, quantified, and understood [28]. All such applications, as well as addressing
some of the issues social media faces, are further enabled by better representations of the
textual content on social media that expose the latent differences that matter for such
applications. Such representations are what this work seeks to create.

In a more abstract light, if one were to view society as a type of bio-social organism,
the addition of communication technologies aided by artificial intelligence could, perhaps,
be viewed under the framing of a techno-bio-social organism. Framed in this manner, it
seems a natural step to use communication technologies as a test bed and diagnostic for
social health, however that may be defined. Additionally, this view is inline with pushes in
the nascent field of machine behavior [29] to characterize, measure, and qualify the effects
of automation and artificial intelligence within the spheres of human activity.

2.1.3 As a Language Processing Domain

From a language processing standpoint, text on social media is extremely difficult to
work with. It is littered with artifacts like emojis, hashtags, and URLs that wouldn’t be
present otherwise in mediums like published books. Additionally, people write informally
on social media. Text can be very noisy, feature slang terminology, and contain many
misspellings. All of this makes for an extremely difficult domain that requires models that
are robust to these phenomena.

2.2 Neural Language Representation

2.2.1 Pre-Training

The usage of neural networks for learning continuous, dense vectors for words and se-
quences goes back to the early 2000s [30]. Neural network PTMs became increasingly
popular after the development of inexpensive training of context-independent word rep-
resentations becoming popular with algorithms like word2vec [18, 19|, GloVe [31], and
fastText [32]. Since then, context-dependent models have become the focus with the
Transformer architecture |33] currently considered as state-of-the-art.

The history of representation learning for NLP is long and branching, but for a scoped
survey of neural network-based PTMs and the differences between them, the authors of
[17] provide an excellent survey. Across this broad cross-section of PTMs for NLP, a core
theme of all of the highlighted models is that they are pre-trained using raw text directly
in a semi-supervised fashion, leaning on an ability to exploit the structured signals in a
text to develop representations that enable NLP tasks of interest. It is with this exact
philosophy in mind that this work seeks to develop better algorithms for training language
representation in the social media domain, exploiting additional unused structural signals
that are attached with social media posts.



2.2.2 The Transformer Architecture

The Transformer architecture was first introduced in [33] as an architecture that solely re-
lies on a self-attention operation. This modification allows for the typical time recurrence
that appears in sequence-to-sequence models to be eliminated, allowing for much larger-
scale and parallelizable training. Though first introduced as an encoder-decoder model
for neural machine translation, works like GPT [34] and BERT |[20] introduced meth-
ods for isolating encoding and decoding portions of the original architecture for language
modeling-style tasks.

A general Transformer architecture consists of a token embedding layer, a stack of multiple
Transformer blocks, and a prediction head (fitted for whatever is the desired output task).
If text generation is to be performed (in the case of machine translation or language
generation, for example), a Transformer decoder architecture will be paired with the
general architecture, but restricted so that it can only attend to previously decoded tokens
in an autoregressive fashion.

A Transformer block consists of a multi-head self-attention operation [33], layer normal-
ization [35], and two feed-forward projections. The order of these operations come in two
flavors, depending on where the layer normalization occurs. Layer normalization is used
in Transformer models to help promote numerical stability and increase generalization
capacity. However, there is a current divide within Transformer literature on where to
place these computational units: inside the residual blocks or outside?

The original Transformer paper [33] placed the layer normalization unit outside of the
residual unit (Post-LN). However, this has been found to be a lest robust choice [36-38].
Authors in [38] suggest that this is, in part, due to a heavier reliance on the residual con-
nections which can destabilize training and lead to divergence. They suggest an adaptive
model initialization scheme (admin) to help set a Post-LN model on a convergent path,
and demonstrate it attaining higher performance and faster convergence.

In contrast, placing the layer normalization within residual blocks (Pre-LN) has some
beneficial theoretical properties, like establishing a structure that preserves an identity
mapping for tasks like machine translation [39]. They also avoid unbalanced gradient
issues, applying gradients with similar magnitudes to each of its layers [40]. The cost of
this choice is that Pre-LN architectures tend to rely less on their residual connections, lim-
iting their capacity by default [38]. [41] presents Pre-LN’s with a Switchable-Transformer
(ST) block that can be progressively dropped over time, improving training speeds and
demonstrating higher performance in some cases. Theoretical evidence also indicates that
one can train a Pre-LN without the warm-up stage and it will converge faster anyways
[40].

Training Dynamics

Transformer models are notoriously hard to train [36]. For example, stochastic gradient
descent (SGD) fails to train Transformer models that converge [42], requiring the usage
of more adaptive optimization procedures like the Adam optimizer [43]. This has lead
to a number of studies into why this is so as well as ad hoc engineering fixes that help
Transformers to find optima and converge, such as different learning rate schemes!.

1144] suggests that Adam and other adaptive optimizers suffer from problematically large variance in
early stages of training and that learning rate warm-up schedules help to mitigate this effect. They also



Additionally, training Transformers take a long time to train. This is, in part, due to
the usage of low learning rates with warm-up and cool-down training periods. But when
combined with the fact that their learning is unstable and they have a high computational
cost, it makes the training of a new Transformer model inaccessible to many practitioners
and researchers. This is a significant barrier to research of different pre-training proce-
dures.

2.2.3 Transfer Learning

Transfer learning is hard; transfer learning in NLP is no different. There are many issues
that arise when transferring a model from one domain to another.

For example, an issue that has plagued neural networks is that of catastrophic forgetting
[45-47]?. This is a phenomenon that occurs when a model un-learns a previous task during
learning on a new task, thus negating the very benefit that something like pre-training
should yield. This has been observed to impact language models like BERT [49].

Another issue that frequently arises when transferring Transformer models to a new do-
main or task is high variance due to initial random seed and weight initialization schemes
for the final output head [50]. As highlighted by authors in [50|, changing data order
and weight initialization schemes has significant effect on final models, despite fine-tuning
layers only accounting for 0.0006% of model parameterization.

General Versus Domain-Specific

There is a lack of consensus on how one should deal with deep PTMs for varying or
specific domains. There has been significant emphasis on general domain pre-training,
but whether one should adapt a model to the specific domain by fully training a model
on that domain or fine-tuning from a general model remains an open question.

At the core of the issue is the notion from transfer learning literature [51] which indicates
that a successful transfer will occur when the target data is scarce but there is abundant
source data that is highly relevant to the target. But what happens when the source data
is not relevant to the target? Or when one has enough data in their target domain? Is
general domain pre-training still as relevant?

Authors in [52] work in the social media domain and find that a pre-trained RoBERTa
model [22] (an extension of BERT with better pre-training hyperparameters) tuned on
sixty million tweets and then fine-tuned on the downstream task is more effective than
pre-training from the start on tweets.

Contradicting those findings, authors in [53] argue that general domain pre-training is not
always helpful, and construct a biomedical pre-trained model from a random initialization.
One of their hypotheses for the discrepancy is the tokenization scheme; that is, when
building on a generally trained model, the vocabulary is fixed, disallowing a model to
specialize to the domain-specific vocabulary.

present RAdam which is a rectified Adam optimizer that has theoretically grounded properties that are
supposed to help avoid the variance issue.

20f note in [47] is a brief discussion of how catastrophic forgetting appears in biological learning the-
ories [48]. Instead, it seems other processes reinforce tasks not completed recently in a virtual experience
capacity. As such, it may not be possible to directly avoid catastrophic forgetting so much as to come
up with algorithms that help systems to better recall and generalize performance.

7



Chapter 3

A Platform-Agnostic Data Model

This work began by highlighting a number of issues that social media platforms are
currently experiencing. In line with goals of this thesis, the creation of tools to help
mitigate and understand these problems, this section introduces an abstracted data model
based on the properties of several platforms, namely Twitter, Facebook, Reddit, and

4chan.

This data model is then implemented as a Python package, PyConversations, that offers
functionality like the pre-processing of raw social media data into a common data schema,
the chunking of posts into disjoint conversations, and the treatment of conversations as
Directed Acyclic Graphs (DAGs) for the study of their structural properties. Furthermore,
this package is flexible, easily extensible, and is entirely free and open-source. The package
may be found at: https://github.com/hunter-heidenreich/PyConversations.

Within the package are all the utilities needed as well as tutorials and examples scripts
for basic analysis of the properties of social media data. As an example of the usability
of this package, social media data is aggregated across the four platforms and is analyzed
using PyConversations. All executables written as part of this demonstration are also
made available in the GitHub repository with the hope that they will be reused and serve
as an example for other similar analyses.

3.1 Platform Survey

This work considers four social media platforms: Twitter, Facebook, Reddit, and 4Chan.
On the surface, it may appear that these sites are drastically different. While it is true
that they have differences, this Chapter explores a unified, platform-agnostic data model
for representing discourse on social media in an attempt to provide a universal framing
for later training and analysis.

3.1.1 Twitter

Twitter is a micro-blogging, directed, social media platform. Each user maintains a time-
line of content that they “tweet” out or content that they have “re-tweeted” (re-shared).
Twitter is well known for its character limitations (first, 140 characters and then 280 later
on) and its extensive usage of hashtags to tagging tweets, linking them throughout the
platform.


https://github.com/hunter-heidenreich/PyConversations

On Twitter, conversations are one-to-one (one tweet can only directly respond to one
other tweet!') however, conversational depth is unlimited (in theory). Twitter is pseudo-
anonymous: there is no guarantee that someone’s name on the platform is their real
identity. This affords conversational participants a certain degree of anonymity, but still
allows researchers and observers to track conversational participants to understand con-
versational threads.

On Twitter, there are two primary mechanisms by which users can publicly interact with
one another conversationally: replies and quotes.

Replies

Replies are, perhaps, the most intuitive way for users to have a public dialog. Any user on
Twitter may send out a tweet to which any other user (or even the originator themselves)
may reply. A reply to a tweet introduces a new tweet that branches off of the source
material, initiating a thread. Further replies may be tacked onto that reply, creating an
increasing depth to a thread. Furthermore, other users may similarly reply to a source
tweet, thus introducing a branching factor to the thread. An example of a tweet and a
reply to it can be seen in Figure 3.1.

g

In Arizona, it turns out that 3% of the votes cast in the 100
count vote sampling were tainted or worse. This would
be, if carried forward, approximately 90,000 votes more
than we would need to win the State. Now we were
granted a much larger sample to work with. Wow!

@ This claim about election fraud is disputed

6:43 PM - Dec 2, 2020 - Twitter for iPhone
58.4K Retweets 6.1K Quote Tweets 249K Likes

Q T Y

. Kristy Swanson & @KristySwansonXO - 18h
\/ ¥ ' Replying to @realDonaldTrump
You WON Arizona Mr. President! ==

Q 254 1 404 Q a8k

Figure 3.1: An example of a Twitter thread. Users are non-anonymized as they are both
verified Twitter users and, as such, assumed to be public figures.

nterestingly enough, though a tweet can only directly reply to one tweet at a time, a tweet can quote
tweet a third tweet in a reply, thus technically offering commentary on two tweets at once. This is an
extreme case, however. Though physically possible, not many posts feature this in empirical observation
herein.



Quotes

In contrast, if a user wishes to comment on a tweet but highlight it to their followers
instead of participating in a thread-like dialog, they can perform a quote action. A quote
is identical to a retweet—in that it projects a source tweet onto their own timeline for
their followers to view, except that the quoting user writes a message to provide a new
comment or context to their followers. An example of this is shown in Figure 3.2.

&, Donald J. Trump & @realDonaldTrump - 21h
: f) HAPPENING NOW! @OANN

& One America News & @OANN - Dec 2

#TODAY: President Trump's legal team is set to hold a hearing in Mich.
on election integrity. @OANN will provide full coverage starting at 6
p-m. EST / 3 p.m PST! #0ANN

QO 8.4K 11 19.6K  102.3K )

Figure 3.2: An example of a quote Tweet action by a verified user on Twitter.

Quote tweets are a particularly interesting mechanism that has been tweaked and adjusted
at various points in the platform’s lifetime. For example, in an effort to help reduce mis-
information and add “conversational friction” during the U.S. 2020 presidential election,
Twitter augmented their re-tweet feature prompting users to instead quote tweet with
their own comment on a tweet instead of simply broadcasting a tweet to their followers
[54].

In Twitter’s original blog post, they indicated uncertainty in maintaining this change
and ultimately rolled it back after on December 16th, 2020 in a Tweet announcement?.
In their announcement, they indicated several observations as a result of altering the
re-tweet /quote mechanism. Overall, quote/re-tweet actions were reduced by 20%. Fur-
thermore, with this change, 45% of quote tweets were single-word affirmations and 70%
featured less than 25 characters of text. While no longer active, this example provides
an interesting look at how a platform has adjusted the mechanism of communication in
order to curtail and alter human behavior.

Data Privacy

When working with Twitter data, it is standard procedure (and policy) to anonymize
user mentions within Tweets. As user mentions are easy to detect with high precision
(‘@ + the screen name), this work pre-processes all user mentions similarly in an effort
to mitigate data privacy concerns. However, where prior works anonymize mentions with
a simple USER token, this work seeks to apply a similar procedure that retains the ability to
track conversational participants. With this in mind, this work performs anonymization
of Twitter data at a conversation-level. The first user to be mentioned will be given the
token of USER@ and subsequent users are enumerated and anonymized similarly.

’https://twitter.com/TwitterSupport/status/1339350334162890753
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review of data since 1960 suggests that past debates have almost never
directly and measurably changed the candidates' relative standings. But
at least some debates may have had more subtle impacts.

ABCNEWS.GO.COM
The Impact of Debates? It's Debatable

Qs 28 47 Comments

&> Share

Maost Relevant ~

vote blue in november....let us hope clinton wipes
the floor with trump and wipes that smirk off his face

ay

=t
Q@ already nasty comments. Hillary is fine & well.
Thank you. Never trump
Ay Q 2
9 Did you see her after the NYC bombing?

She was NOT looking well. She looked to be heavily
sedated. http:f/blackchristiannews.comy/.../hillary-clinton-
1.

4y - Edited ©:

() & ur man is 20 |bs overweight & lies so
much~bound to give him a heart attack. Never trump

Figure 3.3: An example of a conversation on a public Facebook page.

3.1.2 Facebook

Facebook conversations are one-to-one like Twitter, however, Facebook caps the discussion
depth at two levels: comments (top-level comments on a post) and replies (sub-comments,
nested under a top-level comment). This has not always been so; initially, Facebook had
one level of comments and a system structured around users tagging one another to reply.
In an effort to improve on this system, Facebook began to experiment with a reply button
and nested comments in late 20123, Additionally, Facebook is unique in that users must
use their real names.

Facebook Conversations

Facebook conversations occur in comment sections on private pages, groups, and public
pages. This work solely focuses on public pages, particularly pages oriented towards
current events and news, though the data model proposed here should still be able to
accommodate private page and group data. Given a public page posting, one can comment
on that post. Facebook offers one additional level of conversational depth with a reply
button. Subsequent replies are concatenated into this nested level as a linear stream,
even if a user wishes to reply directly to another nested comment. This is shown in Fig.
3.3.

3https://venturebeat.com/2012/11/09/facebook-reply-button/
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Data Privacy

Facebook is fairly unique in that its policy is to totally reject anonymity?. Despite this,
Facebook no longer gives developers access to full user information [55]. Though seemingly
well-intentioned, data does not feature name removal prior to restriction. This results in
data where true names are contained in the text, but there is no easy way to detect
and remove them. Furthermore, it restricts the ability to properly track conversational
participants.

3.1.3 Reddit

Reddit is a social media website that functions, largely, as a content aggregation platform.
The overall site is split into sub-reddits, individual boards with independent moderation
teams typically oriented around a particular topic or interest (e.g., r/pics for pictures).
Users submit posts to a board which are then commented on and up- or down-voted by
other users. This voting and commenting system allows Reddit to rank the submitted
content as well as the comments on individual submissions to help to boost popular and /or
relevant content. Sixty days after content is submitted to a board, it and all associated
discussion are frozen and archived, though still readily and publicly viewable.

The conversational structure of Reddit is extremely similar to Twitter, with the exception
of being organized around boards. Users are psuedo-anonymous, granting a high-degree
of anonymity. Replies are one-to-one and can (theoretically) yield infinite depth.

Additionally, Reddit lacks any character limitations on their posts. While seemingly
innocuous, this imposes a restriction on the medium that may have an impact on the types
of posts written on each site (as well as informs how data must be pre-processed).

Reddit Conversations

Twitter and Facebook are organized by users and pages, but Reddit is not (at least,
not primarily). Instead, the site is segmented into independently-run boards based on a
mutual interest. Posts are submitted to the subreddit and allow complete branching and
infinite depth conversations to branch off of that initial post. This is exemplified in Fig.
3.4.

Data Privacy

As with Twitter, Reddit is pseudo-anonymous. Thus, usernames are identified, enumer-
ated, and replaced with USERi tokens.

3.1.4 4Chan

4chan is a very different platform in comparison to the other three. 4chan, like Reddit,
is organized in boards centered around a specific topic or set of topics (e.g., technology,
paranormal activity, sports). By default, users on 4chan are anonymous (some boards
attach a unique posting identifier, but not all do). Users have the option to give themselves
a more permanent name, but most do not [56].

4https://www.facebook.com/help/112146705538576
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Marshmallow and Bean, framed by a rainbow, b e.#F (photo by cowso

View di i in 6 other ities

i toxxiclady 4 hours ago
The hills are aliiiiiiiiiive with the sound of moooooosic

4 261 4 W Reply Share Report Save

& HereForTheComments86 1 hour ago
Moolie Andrews

4 51 4§ W Reply Share Report Save

‘_'- LummoLummao 10 minutes ago
Holy Moolie.

4 3 § W Reply Share Report Save

i melc137 1 hour ago
This deserves alllllllll the upvotes

4 18 4 W Reply Share Report Save

@ EarthlingElf 47 minutes ago
Aw, lovely pun.

4 3 % WReply Share Report Save

View Entire Discussion (247 Comments)

Figure 3.4: An example of a conversation on a subreddit.

Another essential component to how 4chan operates is through ephemerality [57]. When
a user replies to a thread, the thread is bumped to the top of the board and pushed to
the front page. Threads receiving less activity fall from the front page of boards and—if
they exceed the last page of the board—are archived. Additionally, boards may enforce a
bump limit. Once a thread has exceeded the board’s bump limit, its posts can no longer
be replied to and eventually they fall off the last page.

A final quirk of 4chan conversations is that users may reply to any other post by referencing
its post ID number, preceded by two >>. This has the effect that 4chan sets no limit on
the number of posts that any one user may reply to with a single post. This is significantly
different from other platforms, which enforce a limit of 1 or 2 out-replies per post. An
example of a conversation on 4chan’s /x/ board can be seen in Figure 3.5.

B File: 450-3.png (223 KB, 450x450)]

[ | NEED THE TRUTH Anonymous 04/17/21(Sat)16:53:19 No.28249578 [Reply]
P >>28248782

| can handle it. Give me your best explanation for the recent public UFO
disclosures. Whether you think it's ayys, secret military tech being tested or
anything, no matter how crazy it sounds, I'll take t into consideration. | WILL
know the truth.

5 replies omitted. Click here to view.
] Anonymous 04/17/21(Sat)17:05:00 No.28249661 B >>z8249703

https:/iwww.cnn.com/2021/04/15/politics/unidentified-aerial-
defense-depar findex.html lock at this!!!

] Anonymous 04/17/21(Sat)17:07:35 No.28249688 B

>>28249635

They're maybe distractions from the current instability regarding
racial and political relations within the US? I'd always thought the
best distraction for that would be going to war tho, and | mean a
full-on war, against the likes of Russia or China or both, so that that
‘way the general public would be brought together under a common
goal, against a comon threat. War is the best method of unifying a
people, as history has taught us.

Figure 3.5: Example conversation taken from 4chan’s Paranormal (/x/) board. Messages
are threaded together and linked by their unique post identifiers, all of the form >> \d+.
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Platform | Depth | Breadth | Anonymity | Identities | Boards
Detectable?
Twitter o0 1 pseudo yes no
Reddit 00 1 pseudo yes yes
Facebook 2 1 none no no
4Chan 00 00 full no yes

Table 3.1: A summary of conversational behaviors of the platforms considered in this

study.

3.1.5 Platform Abstraction

Although only four platforms have been analyzed, this section formalizes a set of questions
asked about the conversational structure of the studied platforms to best draw out the
qualities a universal social media data model should encompass. This model is made to be
general and with extension in mind—either by adding more platforms that require greater
generalizations or by adding more features to the model beyond what has been studied

here.

The following are a set of key questions current considered to construct a data model:

e How many levels of conversational depth?

e How many posts can be replied to at once?

e What is the level of anonymization?

e Are conversational participants observable?

e [s the platform organized in boards?

These questions are summarized for the analyzed platforms in Table 3.1

3.2 Data Schema

Abstracting the similarities of posts on social media into a standard format, this work
proposes the following structured common features to be extracted into a formal data

schema:

e A

unique ID

e The text of the post

e The (anonymized) author (if available)

The platform

The language

The creation datetime
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The list of post IDs this post was generated in reply to (or references)

A collection of project-specific tags and/or task-specific annotations




These features are visualized in Fig. 3.6.

UniversalMessage

ID

Text

Author ID

Creation DateTime

Set of IDs this post replies to
Platform

Language

Tags

Figure 3.6: The data schema for a “universal” message.

This data schema is designed to be flexible, unifying, and extensible. If more general
features are needed, they can be added to this core class. If platform-specific features are
needed for analysis, one can easily extended the necessary features with platform-specific
sub-classes and still leverage the benefits of this underlying data model. Using this design
paradigm, one could imagine the addition of a hashtag index in a Twitter-specific class or
the storage of up- and down-votes in a Reddit-specific class as simple extensions to this
universal model.

One may wonder why sociometrics are omitted from this model. That is because, for
many sociometrics, they are platform dependent. How does a Twitter like map onto a
Facebook reaction? The simple answer reached in this work is that they do not, and thus
do not currently belong in a universal model (though, they would be great extensions
for the platform-specific classes). Instead, this work takes the route of emphasizing the
common structural features that are necessary for the alignment of data across diverse
social media platforms to help facilitate cross-platform research.

Most important to this work is that this unifying format for social media data sets the
stage for self-supervised learning objectives and social media analysis. As an output of
this work, this data model and associated conversational analytic tools are made available
at: https://github.com/hunter-heidenreich/PyConversations.

3.3 Descriptive Analysis

As an exhibition of the type of analysis one might perform with such a universal data
model, this section uses the proposed model to compare several datasets that have been
collected from the studied social media platforms. Specifically, this section seeks to high-
light how this data model enables the visualization and analysis of the shape of conver-
sations on social media in a fashion that can oddities in both the structural elements of
a platform as well as the effects that data collection has had.

For example, Twitter imposes a character limit on Tweets. How does this manifest (or
not) within measured statistics? Do characters pack into the tail of the distribution as
users attempt to cram their communication into the restrictive limit? Do tokens? Do
types? This model has been specifically designed to enable research into questions like
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these

as a preliminary step towards understanding how structural limitations, rules, and

interventions imposed by platforms can shape communication outcomes for social media

users.

3.3.1 Datasets

The following datasets are used as samples of their platforms:

Twitter

NewsTweet - A dataset introduced in [58]. This dataset features a collection of
tweets that are embedded in news articles. Since these tweets represent a collection
of social media posts that were deemed “newsworthy,” the conversations branching
off of such tweets provide an interesting perspective into the sphere of public dis-
course on Twitter. The collection of threads branching off of these tweets in this
dataset are dubbed NewsTweetThreads (NTT).

Coordinated Targeting - During the Summer of 2020, a work was released
that highlighted suspicious activity on a number of high-profile Twitter accounts—
particularly, odd behavior in their follower dynamics [59]. In an effort to better
characterize the unusual observed behavior, a number of timelines that appeared
during these suspicious phenomena were collected. Filtering this collection of the
quote tweets originating from the accounts results in a different slice of Twitter con-
versations that contrasts well with the threaded discusses from NTT. This dataset
will be referred to as Coordinated Targeting Quotes (CTQ).

Facebook

BuzzFace - A dataset introduced in [6, 7| which presents the public discourse that
was present on the Facebook posts fact-checked by BuzzFeed [60]. This dataset
has since been augmented with an auxiliary collection of political /news-oriented
Facebook page discourse. The former, BuzzFace collection, will be referred to as
BuzzFace (BF) and the latter will be referred to as Outlets (OT).

Reddit

Change My View - A dataset introduced in [61] that explores the sub-reddit,
r/ChangeMyView. r/ChangeMyView is a particular sub-reddit where users post
an opinion they hold and ask for other users to challenge them on it and, as the
name suggests, change their view. One aspect of r/ChangeMyView that makes it
of interest is the strictly-enforced rules centered around fostering good-faith dialog.
The authors of [61] were interested in understanding the dynamics that lead to
users violating the sub-reddit’s rules by committing an ad hominem attack (an
attack against a user in the sub-reddit). The authors made this historical cross-
section of sub-reddit data publicly available. This dataset will be referred to as
ChangeMyView (CMV).

RedditDialog - In developing an adaptation of GPT-2 [21], the authors of Di-
aloGPT [62] train a language model on 147 M Reddit conversations. Additionally,
the authors provide the tools to rebuild a cache of Reddit, which this work uses to
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construct a dataset of posts which will be referred to as Reddit Dialog (RD).
Specifically, RD consists of threads from 3 sub-reddits: r/news, r/worldnews, and
r/politics. The dataset spans these sub-reddits from their creation up to January

2019.

4chan

4Chan has not been widely studied, although there are several publicly available datasets
centered around one board in particular: /pol/ [56, 63]. Other datasets exist as well,
though not publicly [57, 64, 65].

To attain a bit more board-diversity, this work uses an ad hoc collection of 4chan boards:
news (/news/), history (/his/), science (/sci/), technology (/g/), politically incorrect
(/pol/), and paranormal (/x/). This dataset is referred to as 4chan (4C).

3.3.2 Methods

This work considers the following measurements for its descriptive analysis:

Size — The general size of the social data collected, measured by the number of
posts and number of conversations. In this work, conversations are considered as
any collection of at least 2 reply-linked messages.

Temporal Distribution — The temporal distribution of posting behavior. This is
measured both at the day and hour level to characterize both the overall distribution
in time as well highlight any regularities in posting behaviors.

Language Diversity — The distribution of detected languages, either as produced
by the platform or as detected.

Characters per Post — The size of posts, as measured by the number of characters.
Tokens per Post — The size of posts, as measured by the number of tokens.

Types per Post — The size of posts, as measured by the number of unique tokens
(types).

Post Innovation Rate — The innovation rate p is a fairly regular characteristic
associated with human language production |7, 66]. It has also been used to detect
social bots |7, 67].

Post In-Degree — The number of replies received by a post.

Messages — The number of messages per conversation.

Participants — The number of detected participants per conversation
Languages — The number of languages being used within a single conversation.

Duration — The length of time of conversations measured in seconds between the
first and last collected post.

Conversation Innovation Rate — The innovation rate g computed at the con-
versation level. Conversations are likely to be mixtures of language generators, so
p here gives a measure of how “mixed” conversations are [66].
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e Conversation Depth — The conversational depth as measured as the longest path
from a source post to a leaf post.

e Conversation Width — The conversation width as measured by the largest number
of posts collected at one depth level.

These are not meant to encompass every possible statistic one could measure from the
collected data, but rather a useful subset for beginning to characterize the shapes of posts
and conversations on social media to begin to reason about how and why they take these
forms. Furthermore, it makes use of the previously constructed data model to exhibit
the types of analysis one may be able to perform with ease using the PyConversations
package.

3.3.3 Pre-Processing

In general, posts do not come with language tags. Twitter is the only platform studied
that provides a lang metadata field. For all other data, language is detected using the
GCLD3 package®.

For text-level analysis, only English and Unknown Language posts are retained. The
latter is retained due to the high veracity of short text language classification, especially
noisy, short text originating from social media. Furthermore, tokenization is performed
in a mass-conserving manner adapted from Text Partitioner [68]. Space is treated as
an independent token, reminiscent of more recent approaches to sub-word modeling that
specifically mark where spaces occur in a text and attempt to preserve them [69, 70].

When performing conversation-level graph-based analysis, singletons are not considered.
This work considers a conversation as a set of at least two, connected posts. Without a
connection, there is no dialog. As such, it can be assumed that where conversations are
discussed, singletons have been filtered out.

3.3.4 Analysis
Size

The number of posts and conversations are displayed in Table 3.2. Two sizes are displayed;
the size of all of the data and the size of the English (en) and Unknown Language (und)
subset.

From this table, one can see the varying sizes of these datasets, spanning multiple orders of
magnitude. In totality, 308 M posts are considered in this collection and 15.8 M disjoint
conversations. As datasets are ordered with respect to the number of collected posts,
datasets with many posts but less conversations (OT and BF) are easy to spot.

Another trend is the differences in amount of English data. The Twitter and Facebook
datasets contrast with the makeup of Reddit and 4chan conversations, the latter of which
are almost entirely written in English or are otherwise unknown.

Shttps://github.com/google/cld3
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All en & und
Posts Convs. Posts Convs.
RD 1.35e+08 4.80e+06 | 1.30e+08 (96.18%) 4.58e+06 (95.58%)
4C 7.39e+07 2.89e+06 | 7.17e+07 (97.06%) 2.78e+06 (96.12%)
oT 7.38¢+07 7.61e+05 | 6.03e+07 (81.67%) 6.26e+05 (82.30%)
CTQ | 1.78e+07 7.28¢+06 | 1.25e+07 (70.10%) 5.04e+06 (69.25%)
CMV | 2.32e+06 3.18¢+04 | 2.29¢+06 (98.95%) 3.15e+04 (99.07%)
BF 1.70e+06  2.25e+03 | 1.36e+06 (80.16%) 1.94e+03 (86.39%)
NTT | 1.64e+06 1.38e+04 | 1.47e+06 (89.55%) 1.28e+04 (92.86%)
Total | 3.06e+08 1.58e+07 | 2.79e+08 (91.27%) 1.31e+07 (82.89%)

Table 3.2: General size for each dataset. For the English (en) and Unknown Language
(und) subset, percentage values indicate what percentage of the dataset is retained when
filtering to this subset.

Temporal Distribution

An absolute comparison of the concentration of posts over time (per dataset) can be found

in 3.7.
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Figure 3.7: Temporal distribution of posts by dataset. Posts are binned by days.

From these small multiples, one can see major differences in datasets that are highly con-
centrated in time (BF, NTT) and those that are spread well over their collected timespans
(CMV, RD, CTQ). That said, many-if not all-offer a rich opportunity for the study of
cross-platform alignment, something visually confirmed by this Figure. Additionally, in
the details of the sub-figures, collection artifacts can be seen such as skipped collection
months (RD) and changes in collection limits and methods (4chan, 2019).
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To observe if there are any daily posting time patterns, the normalized counts of posts
per hour are displayed in Figure 3.8. Each line within the small multiples corresponds to
a particular year of collection, with years with less than 1,000 posts excluded.

BF oT

0.05-

0.10-
0.04 -
0.03- 0.05 -

0.02 -
0.00-

CMV RD

0.06- 0.06 -
0.04- 0.04-

0.02 - 0.02-

4C

0.050 - 0.08-

0.045- 0.06 -

0.040-
0.04-
0.035-

0.030- 0.02-

Figure 3.8: Distribution of the posting time behavior within a day, stratified by dataset.
Within a single small multiple, each line corresponds to a different year’s data.

Almost all the datasets exhibit a similar shape, with a minimum at or around 5 AM.
The datsets that fall outside of this characterization include BF, OT, and NTT. Perhaps
this is because these datasets are extremely news-centric collections. The news day must
occur in order for it to be discussed.

Some of the time graphs are very smooth and consistent (CMV, 4C, RD), others are
much noisier (CTQ, BF), and some have odd spiking for some of the collection years
(OT, NTT). For the more oddly-shaped datsets, such as OT, further investigation may
be required to understand if these spikes are actual anomalies or changes in underlying
collection strategy that have lead to greater variance in overall daily shape. For the rest of
the datasets, this Figure presents evidence that the daily posting behavior (as collected)
has largely remained consistent across years of creation.

Zooming out slightly, the weekly timing regularities of posting behavior are displayed
in Figure 3.9. One broad pattern that seems to appear in these Figures is the higher
concentration of posts occurring during the weekdays. Perhaps this is a side-effect of
several of these datasets focusing on news content, something there is typically more of
during the business week. However, CMV does rebuke this explanation for all the data
since it doesn’t fall within the news-oriented data classification yet appears to exhibit a
similar concentration during the weekdays.
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Figure 3.9: Distribution of the posting time behavior within a week, stratified by dataset.
Within a single small multiple, each line corresponds to a different year’s data. On the
x-axis, 0 is Sunday at midnight.

In fact, it appears that yet again, a good portion of the datasets (CMV, RD, 4C, CTQ)
have had fairly standard weekly behavior over collection. The general trend holds for
these datasets that posting behavior is lower on Saturdays and Sundays. For BF, the
more abnormal weekly timing pattern may be partly due to the fact that it is extremely
temporally concentrated. One might expect that a year after a set of Facebook posts were
posted about particular news events, the posting activity on those posts would be fairly
different from how it began when they were first posted. Again, OT stands as an odd
contrast to the other datasets.

Language Diversity

Table 3.3 displays the top languages, by post, for each dataset. Languages are listed if at
least 1% of posts for any given dataset are written in that language. From this table, one
should note how the Twitter (NTT, CTQ) and Facebook (BF, OT) offer much greater
language variability, especially compared to the more homogeneous samples from 4chan
(4C) and Reddit (CMV, RD). This is further evidence of the high-level observation made
when filtering to the English and Unknown Language subset in Table 3.2.

It is worth asking why the Facebook and Twitter samples exhibit more linguistic vari-
ability. Is this simply a side-effect of larger, social media platform market share? Is this
perhaps an error in the short text language detection module? For data from Facebook,
a simplistic explanation could be that the language detection module is classifying names
as their linguistic roots; as users frequently tag one another in comment sections, this
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en und | ja es pt no fr
RD |9042 | 5.77 | 0.10 | 0.10 | 0.11 | 0.17 | 0.11
4C 1 91.23 | 5.83 | 0.11 | 0.07 | 0.07 | 0.08 | 0.09
OT |65.72 | 15.95 | 4.45 | 0.54 | 0.32 | 0.60 | 0.31
CTQ | 63.71 | 6.39 | 3.48 | 997 | 4.78 | 1.10 | 1.05
CMV | 97.27 | 1.68 | 0.10 | 0.03 | 0.03 | 0.08 | 0.02
BF | 62.83 | 17.33 | 3.84 | 0.50 | 0.23 | 0.68 | 0.31
NTT | 80.47 | 9.09 | 0.10 | 1.04 | 0.69 | 0.32 | 0.35

Table 3.3: Distribution of languages by dataset for languages of posts that make up at
least 1% of the entire dataset.

seems reasonable and a side-effect of not being able to properly detect and/or remove
true names from the data. For Twitter, it appears that quote tweets (at least within
CTQ) are much more linguistically diverse than normal reply tweets (e.g. NTT). This
may make sense, particularly if there are individuals taking things and re-phrasing (or
translating) them for their own followers, though this could also follow from NTT’s focus
on the US-centered news ecosystem.

Characters per Post

The amount of characters per post is displayed in Figure 3.10. The the mean and standard
deviation of the log-transformed counts are also displayed, alongside the total number of
characters in Table 3.4.

BF oT
0.0100-
0.010- 0.0075 -
0.0050 -
0.005 -
0.0025 -
0.000- - ‘ ‘ ‘ - 0.0000- ‘
0 1 2 3 2 0 1 2 3 4 5
CMV RD
0.02-
0.004 -
0.01- 0.002 -
0.00- ‘ i - - 0.000- - ‘
1 2 3 4 0 1 2 3 4
4C NTT
0.020- 0.03-
0.015- 0.02-
0.010-
0.01-
0.005 -
0.000- - : ‘ ‘ ‘ 0.00-
0 1 2 3 4 10 15 200 25 30
CTQ

0.15-

0.10 -

0.05 -

0.00 -
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Figure 3.10: Distributions of posts binned by the log of the number of characters within
each post.
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I R
RD [3.020+10] 212 0.46
AC | 1.47e+10 | 2.16 0.35
OT | 6.42e+09 | 1.77 0.46
CTQ | 1.52¢+09 | 2.05 0.18
CMV | 1.33¢4+09 | 249 0.53
BF | 1.92¢108 | 1.81 0.50
NTT | 1.45¢+08 | 1.88 0.32

Table 3.4: Average p and standard deviation o of the log-characters per post. Total
number of characters X are also shown for each dataset.

From these small multiples, some shapes that emerge include point concentrations (over-
exaggerated spikes) and bi-modal, log-normal shapes (exhibited in both BF and Outlets).
Perhaps the bi-modal shape that appears is a Facebook-specific phenomenon (if so, this,
again, could be a direct side-effect of the name tagging phenomena that Facebook users
frequently use).

Several of the datasets have spiking point concentrations that are worth examining closer.
By far, the dataset with the largest point-mass is CT(Q with around 15% of all collected
posts having a specific character count (over 10? characters). Given the magnitude of
mass associated with this point as well as its occurrence at the end of the right-hand
side of the distribution, a likely explanation is that this is the maximum character limit
associated with posts manifesting as a bunching-up of character-count frequencies as users
attempt to cram their message within this artificial limit.

Other datasets have similar point masses, though only consisting of around 2-3% of the
total dataset such as CMV at 10' characters, 4C at almost 102 characters, and NTT
around 10! characters. For the CMV datsets, it seems more than likely that, given
the short length, its spike corresponds to some sort of moderation or automated posting
behavior. For NTT and 4C, there are less clear explanations, though with 4C it is par-
ticularly interesting that the point-mass occurs at the lower limit of the distribution. Is
there a typical minimum message size on 4chan?

Several other more subtle phenomena also beg interest. Consider the anomalous spiking
in RD, centered around 10 characters. Is this some side-effect of a board rule? Perhaps
this is related to a URL length?

Tokens per Post

The distributions of post token counts are displayed in Figure 3.11. As before, statistics
about the log-transformed token counts are shown in Table 3.5.

This Figure helps to demonstrate how some of the some of the character masses trans-
formed at the token level. For example, CTQ’s point concentration appears to still be
present in the right-hand side of the distribution. However, it is not as prevalent as it
was in the character plots, offering a strong indication that the phenomenon previously
observed in the character plots was a result of how character limits effect a platform.

Another example of a character anomaly transferred forward are the small spikes that
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Figure 3.11: Distributions of posts binned by the log of the number of tokens within each
post.

were visible in RD’s character plots around 10° characters. These spikes seem to shift
left and shrink, yet this still do appear around 10? and 10® tokens. This could suggest
that this is a result, not of the platform, but rather some agent (or agents) posting in a
particular manner that is visible both at the character and token level. Perhaps this is
an indication of automated activity.

Types per Post

The distributions of post type counts are displayed in Figure 3.12. As before, statistics
about the log-transformed type counts are shown in Table 3.6.

Type distributions appear almost as smoothed and shifted versions of their token-based

I > R
RD | 1.14e+10 | 1.70 0.46
4C | 5.80e+09 | 1.76 0.35
OT | 247e+09 | 1.34 0.49

CMV | 5.03e+08 | 2.07 0.52

CTQ | 4.95e+08 | 1.55 0.21
BF | 7.33e+07 | 1.38 0.53

NTT | 4.98e+07 | 1.37 0.38

Table 3.5: Average p and standard deviation o of the log-tokens per post. Total number
of tokens 3. are also shown for each dataset.
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Figure 3.12: Distributions of posts binned by the log of the number of types within each
post.

counterparts. Overall, many of the sharp spiking up-and-down (which can be attributed
to the discretization of the distribution) are smoothed out almost entirely.

Previous point-masses and anomalous spikes that occurred at the token level have similarly
carried over to the type distributions. This further reinforces some of the observations
made about RD and CTQ. A new oddity does appear at the type level in 4C, though it is
not apparent if this is due to discretization, a pre-processing issues, or some phenomenon
unique to 4chan.

| = [u o
4C | 7.72e4+07 | 1.45 0.28
CTQ | 1.34e+07 | 1.32 0.17
RD | 1.11e+07 | 1.39 0.37
OT | 4.85e+06 | 1.10 0.39
CMV | 9.00e+05 | 1.68 0.41
NTT | 6.16e+05 | 1.15 0.30
BF | 3.66e+05 | 1.13 0.42

Table 3.6: Average p and standard deviation o of the log-types per post. Total number
of types X are also shown for each dataset.

25



Post Innovation Rate

Regressed post innovation rates are compiled and displayed in Table 3.7 and Figure 3.13.
As noted in [7, 66|, higher values for innovation rate indicate a higher decay rate and thus
a larger degree of text-mixing. For a singular post, this measure should give a sense for
the amount of novel text production within a single post.

> p___ o
4C | 7.13e+07 | 0.2561 0.4381
CMV | 2.29¢+06 | 0.2259 0.3631
BF | 1.25e+06 | -0.0247 0.3660
OT | 5.59e+07 | -0.0361 0.3649
NTT | 1.44e+06 | -0.0380 0.3502
CTQ | 1.25e+07 | -0.0572 0.2699

Table 3.7: Regressed post innovation rates. The total number of posts Y that produced
valid innovation rates alongside the average p and standard deviation o of these values
are displayed. Higher innovation rates indicate a higher degree of text mixing occurring
or a greater rate of innovation decay |7, 66].

Innovation rate will again be explored at the conversation level, but at the smallest post
level, this value could be thought of as how redundant a post is within itself. A high
innovation rate (indicating a high novelty decay) would seem to indicate that a post
repeats itself or uses many of the same types. As such, it is interesting to observe 4C and
CMV appearing to have the highest post innovation rates.

On the other side of the spectrum, NTT and CTQ are two Twitter-based datasets with
overall low post innovation rates—in fact, they are negative. This could indicate that,
within a single post on Twitter, there is a high degree of novel text production. On a
platform like Twitter, where text production is constrained strictly to be within a character
limit, this seems fairly intuitive. There simply is not enough character-space to introduce
redundancy within a single post.

What would, perhaps, be even more interesting is to consider user’s that have self-threads
(threads where a user writes multiple tweets in-sequence and in-reply to each other). This
would step closer to what past studies have considered from an automaton perspective
as a way to detect when a text generating agent is actually an artificial text generator.
Using something like innovation rate regression more broadly on a set of posts is also
included within PyConversations, allowing for these properties to be evaluated further in
future studies.

Reply Out-Degree

Most platforms considered here restrict the number of posts that a given message may
reply to. For Facebook and Reddit, this limit is 1 post. For Twitter, one can technically
construct a situation where they quote and reply to two different messages with one single
reply action. For this reason, Twitter’s structural reply constraint could be considered as
2. 4chan is the one unique platform studied here where one may reply to an arbitrarily
large number of posts (provided they can reference all the posts’ associated ID numbers).
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Figure 3.13: Distribution of measured post innovation rates. As in Table 3.7, higher
values indicate a higher degree of the text-mixing phenomenon and a higher decay rate
of novel text production.

To qualify these assertions, statistics about out-degree of collected posts are stratified by
dataset and presented in Table 3.8.

[ = [n o
4C | 7.02e+07 | 1.70 0.87

CTQ | 1.40e+07 | 1.61 0.49
NTT | 1.60e+06 | 1.01 0.09

Table 3.8: Average p and standard deviation o of the number of out-degrees per post.
Total out-degree 3 is also shown for each dataset. Posts that aren’t replies (source posts)
are omitted in computing these stats. Additionally, Facebook and Reddit datasets are
omitted as they are either a source or reply to one message.

A couple of observations may be made based on Table 3.8. For one, though it is possible
for a Twitter post to reply to more than one post, it is not clear that this is a heavily used
feature. For NTT, a dataset of replies, this behavior is all-but-absent. For CTQ), a dataset
constructed from quote tweets, the average out degree is higher than 1.5, suggesting that
there may be a higher frequency of quote and reply behavior when one is already quoting
a tweet to their followers than if one is publicly commenting on a thread.

The 4C dataset is of high-interest when considering reply out-degree. 4chan, providing
no structural limitation to the number of posts one may reply to, is an interesting envi-
ronment to consider what people may do when they have no structural limitations. As
expected, there are some collected 4chan posts that reply to many other posts (often
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sequencing multiple reply IDs). But unexpectedly, the average reply out-degree, even on
4chan, is less than 2. This may suggest that, for most collected communication, authors
do not feel the need to reply to multiple people at once. Perhaps it is too cognitively
burdensome.

Either way, the collected 4chan data still features the highest out-degree of any other
studied dataset, so it does seem that there is a space beyond current social media platform
limitations that users would use, if it were present. That said, from these observations,
it does not appear that a multi-reply feature would be used by everyone or even all that
frequently.

Post In-Degree

Post in-degree are measured by the number of replies to a post, per the data collection.
The distributions of the log-in-degree® are displayed in Figure 3.14. Additionally, the
maximum in-degree and the average and standard deviation of the log of the in-degree
are shown for each dataset in Table 3.9.
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Figure 3.14: Distribution of posts binned by the positively-shifted log-transformation of
the post’s in-degree.

Consider the two Facebook datasets, BF and OT. By far, these two datasets feature the
largest maximum in-degree for a single post, with a magnitude of 10° posts replying to
a single post. Despite this fact, these two datsets also exhibit the lowest average post
in-degrees. Why is that? It seems that there may be a structural influence creating this
effect.

6shifted +1
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‘ ‘ max o

oT 316954 0.01 0.15
BF 256689 0.04 0.16
NTT 73304 0.02 0.14
4C 13762 0.18 0.28
RD 6191 0.19 0.23
CTQ 3093 0.15 0.19
CMV 614 0.23 0.21

Table 3.9: For each dataset, the maximum post in-degree is displayed. The log-
transformed post in-degree data is also used to calculate an average p and standard
deviation o.

Facebook only allows two levels of reply nesting. All top level comments reply to the
source post. One may nest an additional reply to a top level reply, but no other most may
directly reference that inner-nested reply. That does not mean people do not reply to one
another within this nesting structure, but rather that any users that do so are attempting
to do so against the structural limitations of the platform. This has the observed effect of
an extreme lowering of the possible average in-degree to a post. No nested reply may have
an in-degree that is not zero, without some additional conversational disentanglement on
top of the already collected data.

Across the rest of the data, there exists a pattern where most posts receive no replies.
This is hardly surprising. Human attention is limited and thus some sort of attention
filtration should be expected to be observed. Perhaps a more thorough investigation into
thread reply count ranks is worth future consideration [71].

Messages per Conversation

Now focusing more closely on conversation-level statistics, consider the number of mes-
sages within each collected conversation. The log-transformed average and standard devi-
ation are shown in Table 3.10. The distribution of messages per conversation are displayed
in Figure 3.15.

| | n o
BF 2.19 0.74
CMV | 1.62 0.44
oT 1.31 0.72
NTT | 1.24 0.65
4C 0.99 0.52
RD | 0.78 0.51
CTQ [ 0.35 0.14

Table 3.10: Average and standard deviation of the log of the number of messages per
conversation.

CTQ is highly biased towards two-turn conversations. As this is a dataset of quote tweets,
this seems logical and expected. In order to get more than two messages in a conversation
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Figure 3.15: Distribution of the log of the number of messages per collected conversations,
stratified by dataset.

within this dataset, either multiple Tweets must be quoting the same Tweet or a user
was chaining quote Tweets of their own quote Tweets recursively. However, it appears
that, based on this plot, two-turn single quote actions are what this dataset primarily
contains.

Overall, there is a general trend of sharp attenuation in these distributions. Most con-
versations receive some activity (per the sampling threshold of two connected posts), but
few rise above to garner massive amounts of attention. This is a phenomenon that seems
to manifest across datasets, barring some of the more subtle features of each plot.

Why does CMV exhibit a different shape than all other datasets? CMV exhibits a distri-
bution that seems to indicate a “sweet spot” of sorts around 10' —10*® messages. Does this
indicate a practice within this sub-reddit that each conversation tends to receive around
10 or so replies? If so, is this an extension of the “good-faith” dialog practice?

The 4C dataset exhibits an odd spiking behavior. It could suggest something artificial is
its cause. This could have to do with how conversations are being sampled and burying
rate of threads on 4chan, but, nevertheless, is surprising. This phenomenon should be
investigated against more complete and alternate 4chan-based datasets to examine if this
is a genuine behavior within 4chan or if this is truly a sampling effect.

Finally, it is worth highlighting the odd spike on the OT dataset around 10° messages
within a conversation. OT has other oddities in previous plots (particularly time-related
plots), but this appears to be a different detail altogether. Again, it may be something
that is explained through the collection process, but unlike with the 4chan data, this spike
is not something that appears to be repeated making it all the more interesting.
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| | n o
BF 2.00 0.73
CMV | 1.23 0.36
NTT | 1.20 0.66
RD | 0.67 0.46
CTQ | 0.33 0.14
4C 0.06 0.15

Table 3.11: The average p and standard deviation os of the log of the number of partici-
pants per conversation. OT is omitted due to no user information collected.

Participants per Conversation

Next, consider the number of (known) participants per collected conversation. In all
likelihood, values based on these measurements are a lower-bound” on the actual number
of participants due to factors like anonymity and psuedo-anonymity.

Figure 3.16 displays the distribution of the number of users per conversation. OT is
omitted from this statistic as user information is absent from this collection. For averages
and standard deviations of the log of the number of participants, see Table 3.11.

For several of these datasets, there appears to be a consistent increase in expected par-
ticipants until around 5-10 users. This is something observed within RD, NTT, CTQ),
and CMV (although for CMV, the peak appears to be shifted closer towards 10 users).
After this critical point on each of these plots, the number of users appears to attenu-
ate and drop off. This seems to suggest that many of these conversations are exchanges
between a limited few in which it may be productive to understand what their conversa-
tional exchanges were like. What were their intentions in participating? What were the
conversational outcomes? Were opinions exchanged? Were they shifted?

For 4chan, the expectation is that users will be anonymous. Users, by default, will post
under the moniker Anonymous or anon for short. That said, not all users are anonymous
in the collected data, as exhibited by the 15% or so of conversations without just a single
(anonymous) user—or what appears to be a single user since one cannot disambiguate
between two Anonymous users.

To investigate the amount of anonymization on 4chan in its entirety, the amount of
Anonymous users are considered and displayed in Table 3.12. From this table, one should
note that over 97% of the posts collected where written by Anonymous. However, this does
differ by board. It is interesting to see that the least amount of anonymized data comes
from the /x/ board, a board centered around the discussion of paranormal phenomena.
This invites a myriad of questions that ultimately reduce down to a simple “why?” Further
study into 4chan and its boards will need to occur before that can begin to be explained,
however.

“Technically, there could be a scenario in which these counts are actually not a lower-bound. If
a single individual (or entity) has made multiple accounts to give the impression that there are more
users contributing to the conversation (either through automated or manual means), this could result
in a collection that incorrectly over-estimates this lower-bound. However, that would be an extreme
adversarial behavior for someone (or someones) to spin up many, fake artificial accounts, so this possibility
is neglected here.
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Figure 3.16: Distribution of number of users per collected conversations, stratified by
dataset. OT is omitted due to the lack of user information.

Language Diversity per Conversation

For the collected conversations, how diverse are they with respect to the number of dif-
ferent languages that posts are written in? In other words, what is the distribution of the
number of languages within a single conversation for each of these datasets?

Figure 3.17 displays the distribution of the log-transformed counts. Table 3.13 shows the
average and standard deviation of these values.

Most conversations exhibit a low variety of languages within a single conversation. This
makes sense; in order to communicate with one another, users need to post in a common
language. The more languages there are discussion in, the less likely it is that participants
are to understand one another. Ignoring the Facebook datasets for a moment, Table 3.13

Anonymous
his 99.01
g 98.78
sci 98.22
pol 98.05
news 96.92
X 91.74
Aggregate 97.81

Table 3.12: Percentage of posts written by Anonymous users on 4chan.
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Figure 3.17: Distribution of conversations binned by the log of the number of detected
languages within them.

suggests that, on average, conversations exhibit 2-3 languages.

In fact, for all non-Facebook datasets, the single most likely event is that a conversation is
entirely within a single language—even controlling for the fact that posts that fail detection
(i.e., are classified as Unknown) will increase the language count to 2 if a single other post
is correctly detected.

As previously discussed when analyzing language diversity at the post and dataset levels,
Facebook appears to have other phenomena effecting the way that languages are being
detected and the amount that appear within a single conversations. This seems to offer
even more evidence that name tagging (or some otherwise unknown effect) is dramatically
altering the way that classification is occurring and counting languages. Although beyond

| w0
BF 1.11 0.46
OT | 0.68 0.46
NTT | 0.41 0.35
4C 0.24 0.24
CMV | 0.25 0.25
RD 0.19 0.26
CTQ | 0.10 0.15

Table 3.13: Average p and standard deviation o of the log-transformed number of lan-
guages detected within a single conversation.
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the scope of this work, this further highlights the need for some level of pre-processing to
otherwise filter, detect, and remove simple name tag events.

Conversation Duration

What is the lifetime of a conversation on a given social media platform? How does the
fast-paced nature of 4chan—where posts that fall off of the last page on a given board are
deleted—affect the overall lifespan of a conversation? Or, for Reddit, if posts are locked
after 60 days? What shapes form when no restriction is placed by the platform, such as
with Facebook and Twitter?

| |1 o
BF 544 0.74
CMV | 5.34 0.65
OT 491 0.34
NTT | 4.76 1.07
RD 3.96 0.94
CTQ | 3.90 1.13
4C 3.53 0.77

Table 3.14: The average p and standard deviation o of the duration of collected conver-
sations in log-seconds.

Table 3.14 displays the average and standard deviation of the duration of collected con-
versations as measured in log-seconds. From this Table, one should note that 4chan has
the shortest length conversations while Facebook appears to have the longest.

The brevity of the collected 4chan conversations is interesting. 4chan is a platform that
does not directly restrict the length of time of a conversation, but has a variety of other
structural rules that help to keep each board fresh. For one, bump limits are enforced by
some boards which restricts the number of times a conversation may be replied to and
thus brought to the top of the board. Additionally, if a post is receiving little attention,
it may simply fall of the board’s last page and be archived—another mechanism that could
encourage shorter conversations on the platform.

A final consideration for this 4chan data is whether or not it encompasses the entirety
of conversations or if posts are missed by this collection. If posts are missed due to
scraping utilities, critical linking posts could be omitted from the collection, resulting in
underestimates in the durations of 4chan conversations. More 4chan datasets should be
compared against before asserting that this is true of all 4chan data.

Another observation that can be drawn from Table 3.14 is that the 60-day archive limit
that Reddit enforces does not appear to exhibit much of an effect on conversation duration.
Though not entirely unexpected—6 months is around 5 x 10% seconds-it is a sanity check
that the empirically measured values confirm this.

Figure 3.18 displays the distribution over log-second durations of the collected conversa-
tions. Though not much can be abstracted across different dataset, it is interesting to see
each dataset exhibit its own temporal time signature that seems to be indicative of how
and what was collected. More news oriented datasets like OT, NTT, and BF all seem to
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Figure 3.18: Distribution of the temporal length of conversations (in log-seconds), strati-
fied by dataset.

exhibit spiking phenomena that may indicate attenuation of human attention with the
news cycle. More socially-oriented datasets such as RD, CMV, 4C, and CTQ, seem to
have smoother shapes that are more log-normal.

Conversation Innovation Rate

Regressed conversation innovation rates are compiled and displayed in Table 3.15 and
Figure 3.19. As noted in |7, 66|, higher values for innovation rate indicate a higher decay
rate and thus a larger degree of text-mixing.

From the Figure and Table, several observations may be characterized. For example,
CMYV experiences the highest degree of average conversational text mixing. This could
be indicative of the idea of that conversations start and end around the same topics, thus
the innovation rate decays rapidly (e.g., once the topic is established, participants stay
concentrated around it). If this is truly what is occurring, this may be another empirical
by-product of the board’s strict adherence to good-faith discussion and other rules on
r/ChangeMyView.

At the other extreme, CTQ has a very low average innovation rate. This should indicate
that there is a lower level of mixing occurring within this dataset. With a dataset like
CTQ consisting mostly of quote-tweet pairs, it does make sense that this value is lower.
For one, there is likely less text to consider in smaller conversations. Additionally, one
could imagine that if the intent of a quote-tweeter is to re-phrase or comment on a Tweet
to their followers, they may have a higher degree of novel word selection to bridge the
gap between the original Tweet and the typical discourse a user cultivates on their own

35



> n__ o
CMV | 3.18e+04 | 0.9330 0.3732
BF | 2.25e+03 | 0.6447 0.4165
4C | 2.89e+06 | 0.4444 0.3225
RD | 4.79e+06 | 0.3599 0.3751
NTT | 1.37e+04 | 0.3560 0.2864
OT | 7.60e+05 | 0.3541 0.2939
CTQ | 5.51e+06 | 0.2349 0.3633

Table 3.15: Regressed conversational innovation rates. The total number of conversations
> that produced valid innovation rates alongside the average p and standard deviation
o of these values are displayed. Higher innovation rates indicate a higher degree of text
mixing occurring [7, 66].

timeline between themselves and their followers.

Another interesting observation to highlight is how close the average innovation rates are
for conversation across several datasets like RD, NTT, and OT. Visually inspecting the
distributions, it appears that RD has a higher degree of a left-ward skew towards low
innovation rates. OT and NTT look even more similar. As it currently stands, this work
offers no explanation as to why these datasets may be close in innovation rate. Further
work will need to qualify the degree to which this is a spurious phenomenon or indicative
of underlying conversational dynamics that are present across social media platforms
(Reddit, Facebook, and Twitter).

Conversation Depth

Conversations on social media can be intuitively represented as directed acyclic graphs
(DAGs). When a conversation has a single source (such as a submission post on a sub-
reddit), conversations are simply trees. Structuring conversations as trees (and DAGs)
begs the question of “how deep do conversations get?” For platforms like Facebook where
conversational depth is limited to two levels, this has a very simple answer. However, for
other platforms that feature no such limit, empirical observation should provide evidence
as to whether there exists any platform-specific oddities.

Figure 3.20 displays the conversation distribution of tree depths, alongside their numerical
statistics in Table 3.16.

As anticipated, sharp cut-offs in depth of conversation are observed. Facebook data lacks
true depth due to structural limitations. OT, without any nested comment collection, is
totally barren of depth.

4C, somewhat surprisingly, offers a low measured depth value. This, in combination with
other previous observations, could be further evidence that critical linking posts are not
present to build out full conversational trees. This could stack with any other additional
psychological effects like the cognitive burden of dealing with many other anonymous
conversation participants to produce shallower trees.

Many of the other datasets, except CMV, exhibit almost identical behavior. There is
a higher mass of posts towards the shallow tree regions that sharply declines as larger

36



15-

1.0-
1.0-

0.5-
0.5 -
00 ——r— — = — = - | . . —  00-

=5 -4 -3 -2 -1 o 1 2 -4 -2 (] 2 4

CMV RD
15- 1.00-
0.75-
1.0-
i -
05-
0.25-
00-. : : —_ ; . - . 0.00- . : .
5 -4 -3 -2 -1 [ 1 2 3 -75 -5.0 25 0.0 25 5.0 7.5 10.0
4C NTT
15-
1.0-
1.0-
05- 0.5-
00- - . . , . . 0.0- )
-6 -4 22 0 2 4 6 -4 -3 -2 -1 0 1 2 3 4
CcTQ

1.00 -
0.75 -
0.50 -
0.25 -
0.00 - ' . . 1

-4 -2 0 2 4 6

Figure 3.19: Distribution of measured conversational innovation rates. As in Table 3.15,
higher values indicate a higher degree of the text-mixing phenomenon and a higher decay
rate of novel text production.

and deeper conversations are considered. This occurs without any structural enforcement
either on some of these platforms, perhaps indicating a certain threshold that few people
engage beyond to continue a discussion deeper and deeper. In fact, this may make the sub-
selection of conversations with longer depths even more interesting for further study.

Conversation Width

Another tree-measure that may provide information about the shape of conversations is
the width of the conversation. If depth level is determined as the distance from a post
to the (or a) source, the width of a depth level is simply the number of posts that fall at
that depth level. Similarly, one could say the width of the tree is the maximum number

| | n o
CMV | 0.91 0.30
RD 0.36 0.36
BF 0.28 0.08
NTT | 0.18 0.25
4C 0.02 0.10
CTQ | 0.02 0.08
OT | 0.00 0.00

Table 3.16: Average p and standard deviation o of the log-tree depth of conversations.
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Figure 3.20: Distribution of conversation by the log of their tree depths.

of posts concentrated at a given depth level.

Figure 3.21 displays the distribution of conversation tree widths. Table 3.17 exhibits the
average and standard deviation of the log-transformed tree widths.

| | n o
BF 2.03 0.75
oT 1.24 0.79

NTT | 1.11 0.73

CMV | 1.04 0.33
4C 0.88 0.61
RD 0.40 0.45

CTQ | 0.06 0.18

Table 3.17: Average p and standard deviation o of the log-tree width of conversations in
the studied data.

From these characterizations of the data, it becomes even more apparent that Facebook
conversations are short and fat. The width levels found on Facebook exceed, greatly, the
widths observed on other platforms. This seems to suggest that Facebook, in limiting the
depth of conversations, may have created a situation where people desperately attempt to
pack their posts into the limited depth levels and ultimately end up expanding the width
of conversational trees.

A familiar spiking appears in the 4C dataset. This could be a side-effect of the discretiza-
tion of the data (log-transforming integer counts). However, the fact that it appeared in
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Figure 3.21: Distribution of conversation by log of their tree widths.

both the tree width measure and the number of messages, along with the indication from
depth that posts appear to be missing, it seems that we may be able to comfortable assert
that the 4chan collection method is missing key pieces of conversations.

The remaining datasets exhibit behavior that is reminiscent of the depth measures. There
is typically a high concentration around low conversational widths (small conversations
with minimal participants and minimal branching incentive). This begins to attenuate
and drop off quickly, implying that only the most salient and hot conversations receive
the attention necessary to really inflate the widths of trees.

3.4 Discussion

Having considered a collection of data and discussed the specifics of how they were col-
lected and the observed stats compiled through PyConversations, it is worth stepping back
and acknowledging the high-level patterns that one could abstract from this data.

3.4.1 Platform Observations
Linguistic Variability

For data collections from Facebook and Twitter, much greater linguistic variability (in
the diversity of languages detected) is observed in comparison to platforms like 4chan
and Reddit. While this could be a particular trait that emerges because of the datasets
studied here, this does align with previous work that cautions that social media data can
present a very limited and biased sample of language and perspective |72].
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Character Limits

Twitter is the only platform that has a fairly strict character limit for their posts. This
platform rule clearly has significant effect on the data. CTQ, in particular, exhibits a
“bunching up” of messages at the upper-limit of this threshold with 15% of all collected
posts ending up at this upper limit. While a somewhat more transparent and obvious
structural limitation and effect, this empirical observation may serve useful, particularly
when aiming to create better representations for social media posts.

Depth Limits

Facebook implements a strict depth-limit to conversations on its platforms. As shown
through this analysis, this has an incredibly strong effect that disrupts normal conversation
shape, relative to what occurs on other social media sites. While most conversations
collected are not too wide nor deep, conversations collected from Facebook are short
and fat. This seems to imply that, in lacking the ability to continue to reply to other
participants, users simply just bunch their comments into the limited depth levels thus
expanding the conversational trees.

Broadcast Limits

A particularly interesting observation from this analysis stems from the amount of posts
a single post may reply to. For Facebook and Reddit, this is very strictly set to 1. For
Twitter, this limit is technically 2. Only on 4chan is there no limitations to amount of
posts that a user may reply to with any one post.

However, as observed in this work, this limitation has pretty minor effects on the data. In
general, it does not appear as though users on Twitter use a multi-reference/multi-reply
action frequently, as exhibited by NTT. In contrast, CT(Q has a higher average out-degree
which may suggest that there is a higher chance someone might reply and quote when they
are already quote tweeting—in other words, if they’re building out a thread of referenced,
quoted posts on their own timeline.

Even more interesting is the lack of broadcast on 4chan, despite the fact that the site
places no limitations on its users. Despite this extra degree of freedom, the collected data
does not lean heavily towards using it. While true that the average out-degree on 4chan
is observed to be higher than, say, CT(Q or any of the Twitter data, it is only marginally
so. Future studies should follow-up on this to confirm this observation, especially in light
of some of the other 4chan observations which indicate that there may be signicant gaps
in this collection.

3.4.2 Dataset Anomalies

As a final remark, it is worth emphasizing some of the anomalous characteristics of the
studied data that this analysis has helped to highlight.

For one, there are several instances that seem to indicate that the 4C collection is missing
significant portions of data. Even beginning with the overall temporal distribution, many
posts are missing from 2018 to 2020 as indicated by a seemingly artificial ceiling on the
amount of data collected in these regions. Additionally, the short time horizons and the
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lack of posts, participants, and depth in 4chan conversations could indicate that there is
significant data missing as well.

The OT dataset is extremely odd when comparing to the other data. This may be because
it is a large Facebook collection or this could be effected by the fact that it is missing
several pieces of information, namely the associated conversational depth as well as any
information about the users participating in the conversations. Nevertheless, this was not
something that was readily apparent until OT was converted into a more universal format
through PyConversations and held up in comparison to other social media datasets.

CTQ is incredibly biased towards two-turn quote-tweet “conversations.” One could even
argue that, given the prevalence of these two-turn exchanges that this dataset may be less-
so a “conversation” dataset than just a quote-tweet dataset. However, the quote action is
a critical feature for discourse on Twitter and, as exhibited here, CTQ has been a pivotal
dataset for comparing the shapes of the other conversational datasets to. If CT(Q is what
a heavily biased two-turn dataset looks like, then it provides an excellent touch-point for
how conversational data can take on more dynamic shapes when extending beyond this
limitation.

3.5 Future Work

PyConversations was written with the intent of being an open-source analysis package
for cross-platform social media analysis. Ultimately, its construction has in mind many
extensions centered around the study of cross-platform phenomena as well as general be-
haviors of social media conversations. This section highlights several directions of interest
as well as the intention (and suggestion) of future lines of work.

3.5.1 Thread Growth & Shape Dynamics

How do conversations grow over time? What shapes do they take over their lifetimes?
Do their structural properties indicate anything about their substance? For example, do
conversations filled with toxic comments look different in structural shape compared to
“good faith” discussions on a sub-reddit like r/ChangeMyView?

Understanding questions like these are of critical importance when considering the imple-
mentation of a structural change on a social media platform. If Twitter decides, as it has
previously in the past, to change the way that the quote tweet action operates, how will
that change the way that conversations unfold on the platform? What properties can be
collected to observe the effects that a structural change has on the platform? How might
some of these metrics about the shapes of conversations be used to qualify the extent to
which a change has had a positive or negative outcome?

Some previous work that aligns well with these questions are works that consider the task
of inter-arrival time prediction [73-77]. Consider a conversation that is about to receive
a reply. That reply will do one of two things: Add to a depth level that has already
existed (branched the conversation out further thus extending its width) or it will add a
new depth level (deepening the height of conversation). Perhaps such a process could be
modeled with a variational point process, similar to what has been done in [77].

Regardless of whether one seeks to model such processes with point processes or with other
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time-series models centered around conversational “burstiness” |78, 79|, these studies need
a straightforward mechanism for ingesting massive amounts of conversational data and
transforming them into input time series. PyConversations makes this transformation
easy and straight-forward, making it a strong utility for any researchers seeking to do
work similar to these previous works.

3.5.2 Conversational Outcomes

What outcomes occur in a conversation? Is there a productive outcome or is it simply a
“slug-fest” of users exchanging ad hominem attacks, hate speech, and other toxic content?
These are questions that PyConversation is being actively used to help answer as a utility
for structuring and handling social media conversations.

One of the underlying hypotheses explored throughout this work is the idea that through
a combination of structural, linguistic, and socially aligned signals, one might be able to
better learn representations that may be used to classify and detect phenomena occurring
within a conversation.

Furthermore, with better detection, one can consider various structural interventions that
could be employed to alter conversational outcomes. For example, past work has strongly
considered the idea of comment ranking [80-83]. While not directly considered to alter
conversational outcomes (most studies frame discussion around “relevance,” similar to how
search engines rank their results), it is a simple extension to consider that if comment
ranking changes thread dynamics, then it likely also alters the dynamics of conversations
and conversational participants.

Along these lines, PyConversations is hoped to help to perform these types of studies that
allow for the study and simulation of intervention on conversational outcomes and quality.
For example, if conspiratorial or fringe content and discussion can be identified early-on
through its dynamics and structure, perhaps it could be down-weighted in relevance rank-
ings, instead of propagating and boosting content that is, at times, inflammatory.

3.5.3 Information Propagation

The flow of information through social networks is of high-interest to this work. Since
the introduction of Eli Pariser’s notion of filter bubbles [8], much work has gone into
quantifying and qualifying the extent to which filter bubbles actually exist [9, 84-86|.
Though there is still active debate about filter bubbles, their existence, and their overall
influence on social media platforms at large, empirical work like these are critical and the
tools to produce such investigations are valuable.

Along different lines, other works have considered information flow through social net-
works [87, 88|. Though relatively simplistic at this stage, works like this can and should
be extended to better understand and model the dynamics of information flow through
social media networks. Such works can be empirically grounded in the structures observed
in real collected social media data through the usage of packages like PyConversations.
Not only can such investigations potentially yield insights into filter bubbles, but also
could prove useful in investigating misinformation and disinformation and the ways in
which these types of information propagate through social networks.
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3.5.4 Bot Detection & Robotic Manipulation

Bots on social platforms are there for a purpose, whether that is transparently described
(like Twitter’s platform requires, for example) or is hidden by an entity that is misrepre-
senting itself within a community or social network. Above all, tools that can highlight
misleading agents will serve useful, particularly as language generations become increas-
ingly more coherent and believable, and are used to artificially participate within social
media conversations |72].

Some works have shown that a useful characteristic for identifying artificial agents within
social media ecosystems is their language innovation rate or their novelty rate. As it turns
out, humans have a fairly regular measure, so when a social media user differs from this
expectation significantly, it can be a positive signal that one is dealing with an artificial
agent [7, 67].

Another application of the measure of novelty is to quantify how mixed a text is [66].
This work applied the measure to understand the average value observed for each dataset
as a preliminary investigation into how these values differ across collections and social
media platforms. A question of interest is how one might be able to use this information
to identify conversations that may have social bots embedded in them. Perhaps disrup-
tions to the overall conversational mixture statistics could cue detection systems into the
presence of artificial agents.

3.5.5 Simulation

This work has advocated for the study of structural measures of social media platform
to better understand, control, and intervene in conversational dynamics. Even more
ambitious would be the simulation of these dynamics to obtain better explanations as to
why certain phenomena manifests in a particular way. For example, can the simulation
of Facebook dynamics allow for better explanations (especially causal explanations) for
the shape of their conversational trees? Preliminary work has considered simulation of
social media information dynamics through simple quoting models 88|, however, future
work should extend such ideas further and beyond the explanation of just information
flow.
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Chapter 4

Representation Learning for Social
NLP

In the age of deep learning and NLP, when approaching any task with language data
one must ask themselves: to pre-train or to fine-tune? Since the advent of the word2vec
algorithm [18, 19|, pre-trained language representations have become a prominent feature
of many neural architectures.

First came the context-independent word embeddings. These are algorithms like word2vec
[18, 19|, GloVe [31], and fasttext [32] to name a few popular examples. These represen-
tations were often used to initialize embedding layers in a neural architecture and could
either be held static (thus expediting the training) or could be dynamically adjusted
or tuned (at a higher training cost). For every unique token (type), there is a single
corresponding vector representation.

Then came a generation of context-dependent models that used a variety of architectures
like Elmo with a bi-LSTM base [89] and OpenAI’s GPT [34] that was the first pre-trained
model to adopt the new Transformer architecture [33|. The intuition behind these models
was that by passing tokens through recurrent or Transformer architectures, one could
“contextualize” tokens by having them attend to one another within the neural model.
Standard approaches tended to adopt the pre-trained model’s weights, optionally fine-tune
them on the target domain data, and train a model to perform the desired task. Other
approaches also used the representations from these pre-trained models in a manner to
static word embeddings.

Since then, there has been widespread adoption of the Transformer architecture and
many new models like BERT [20], GPT-2 |21], and more have yielded an entire zoo
of Transformer model pre-trained weights to choose from [17]. Yet the question remains,
should one pre-train their own model on their own data or would they be better of taking
one of the pre-trained Transformer architectures?

Social media-based data invites additional questions about pre-trained language repre-
sentations. With more specialized information available, information about where, when,
and to whom a piece of text is directed to could all add additional context to what is
explicitly contained within the written symbols, is it worth exploring a richer set of al-
ternate language representations to exploit this information? Or is it simply enough to
incorporate such information shallowly within a final architecture directly for a social
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media-based task?

4.1 Methods

This Chapter explores methods for pre-training language representations for a social
media-context. While the different approaches explore different training procedures and
architectures, several features remain constant across the approaches: the pre-training
data, the learning objectives (or rather the subset selected for each approach), and the
evaluation methods.

4.1.1 Pre-Training Data

The data used for pre-training are sampled across several different platforms by a variety
of different methodologies. Before use, datasets are first converted into a universal format
via the PyConversations package. From there, they may be used to generate the signals
necessary for the pre-training objectives described in the next subsection. For a more in-
depth discussion about the datasets and their properties, see the previous Chapter.

The datasets used, by platform, are:

Twitter

e NewsTweet - A dataset introduced in [58|. This dataset features a collection of
tweets that are embedded in news articles. Since these tweets represent a collection
of social media posts that were deemed “newsworthy,” the conversations branch-
ing off of such tweets provide an interesting perspective into the sphere of public
discourse on Twitter, which this dataset samples.

e Coordinated Targeting - During the Summer of 2020, a work was released
that highlighted suspicious activity on a number of high-profile Twitter accounts—
particularly, odd behavior in their follower dynamics [59]. In an effort to better
characterize the unusual observed behavior, a number of timelines that appeared
during these suspicious phenomena were collected. Filtering this collection of the
quote tweets originating from the accounts results in a different slice of Twitter con-
versations that contrasts well with the threaded discusses in the previous dataset.

Facebook

e BuzzFace - A dataset introduced in [6, 7| which presents the public discourse that
was present on the Facebook posts fact-checked by BuzzFeed [60]. This dataset
has since been augmented with an auxiliary collection of political /news-oriented
Facebook page discourse.

Reddit

e Change My View - A dataset introduced in [61]| that explores the sub-reddit,
r/ChangeMyView. r/ChangeMyView is a particular sub-reddit where users post
an opinion they hold and ask for other users to challenge them on it and, as the
name suggests, change their view. One aspect of r/ChangeMyView that makes it
of interest is the strictly-enforced rules centered around fostering good-faith dialog.
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The authors of [61] were interested in understanding the dynamics that lead to users
violating the sub-reddit’s rules by committing an ad hominem attack (an attack
against a user in the sub-reddit). The authors made this historical cross-section of
sub-reddit data publicly available.

e RedditDialog - In developing an adaptation of GPT-2 [21], the authors of Di-
aloGPT [62] train a language model on 147 M Reddit conversations. Additionally,
the authors provide the tools to rebuild a cache of Reddit, which this work uses to
construct a dataset of posts. Specifically, the dataset consists of threads from 3 sub-
reddits: r/news, r/worldnews, and r/politics. The dataset spans these sub-reddits
from their creation up to January 2019.

4chan

4Chan has not been widely studied, although there are several publicly available datasets
centered around one board in particular: /pol/ [56, 63]. Other datasets exist as well,
though not publicly [57, 64, 65].

To attain a bit more board-diversity, this work uses an ad hoc collection of 4chan boards:
news (/news/), history (/his/), science (/sci/), technology (/g/), politically incorrect
(/pol/), and paranormal (/x/).

4.1.2 Learning Objectives

This work follows many previous works [20, 22, 90| and attempts to tune models based
on two types of training objectives:

Masked Language Modeling (MLM)

Given a sequence of tokens ty,...,t,, p% are sampled at random and either randomly
replaced, masked, or left unaltered. The MLM objective tasks a model with un-corrupting
the corrupted input by predicting the original tokens. It is important to emphasize that
this objective does not consider prediction on the (1 — p)% of the un-touched tokens, so
this objective only ever actively trains on p% of any given sequence.

Specifically, this work uses a variant of MLM which performs Whole-Word Masking
(WMM) [53]. The distinction between WMM and the original MLM objective is that
when a token is sampled in WMM, all of the non-whitespace separated tokens are also
sampled with it. In other words, full “words” are masked this way as opposed to word
fragments.

Binary Objectives

Given any two posts that are connected in some manner (or not if, for example, they’re
a noise contrastive example or negative sample), maximum likelihood estimation can
be used to optimize a binary cross-entropy loss objective. Any of the following binary
properties could be modeled as a binary prediction between two posts:

e Reply-Order Prediction (ROP): Predict whether the first or second post is the
parent post.
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Same Author (SA): Predict whether two posts are written by the same user
(within a conversation).

Same Recipient (SR): Predict whether two posts were directed to the same user
(within a conversation).

Same Parent (SP): Predict whether two posts share a parent post.

Same Conversation (SC): Predict whether two posts came from the same con-
versation.

ROP is similar in intention to Next Sentence Prediction [20] and Sentence Order Predic-
tion [90] in that ROP is designed to optimize models towards encoding information about
longer-range dependencies and semantics.

The remaining “Same” objectives (SA, SR, SP, SC) are all designed to encourage optimiza-
tion towards encoding information about what makes posts similar, each by a different
criterion. These objectives are similar to what has been tried with SBERT [91] where
training seeks to predict a similarity between representations of text.

In this initial work, only ROP is considered with all “same” objectives mentioned, but
saved for future consideration.

4.1.3 Evaluation Methods

For evaluation, this work takes a similar approach to previous works [22, 52| and tests
model downstream performance on a set of benchmark tasks. Specifically, this work
focuses on the TweetEval benchmark [52| as this is a set of 10 sequence classification
tasks for the Twitter/social media domain.

TweetEval

TweetEval is a heterogeneous benchmark of Twitter multi-class classification tasks in-
troduced in [52]. TweetEval was assembled through a collection of classification-based
SemEval tasks to promote the development and consolidated evaluation of NLU for Twit-
ter (and social media at large). As such, this work uses this pre-constructed benchmark
which consists of the following sub-tasks:

e Emotion Recognition (SemEval 2018, Task 1 [92]) - Specifically, an adaptation
of the original Sub-Task 2. Instead of an eleven class multi-label classification task,
TweetEval takes a subset of the data to focus on a four class classification of the
emotions anger, joy, sadness, and optimism.

e Emoji Prediction (SemEval 2018, Task 2 [93|) - Given a tweet’s text, this task
requires the prediction of one of twenty possible emojis that was paired with the
text. Due to Twitter data-sharing rules, the authors of [52] artificially limit the
training data originally used with this task to fit the maximal size requirement for
public sharing of raw data. This change results in a training set that is a tenth of
the original training data size.

e Irony Detection (SemEval 2018, Task 3 [94]) - Specifically just Sub-Task A that
targets the binary classification of ironic or not.
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e Hate Speech Detection (SemEval 2019, Task 5 [95]) - This task, also known as
Hateval, seeks to evaluate the ability to discriminate and identify hate speech against
women and immigrants. Only Sub-Task A (the binary classification of detection) is
included in this benchmark.

e Offensive Language Identification (SemEval 2019, Task 6 [96]) - A restric-
tion to Sub-Task A, centered around detection of offensive language (and not sub-
classification of the types).

e Sentiment Analysis (SemEval 2017, Task 4 [97]) - Specifically Sub-Task A, tar-
geting general sentiment classification (without restriction to any given topic).

e Stance Detection (SemEval 2016, Task 6 [98]) - Specifically Sub-Task A, exploring
supervised classification of Tweets spanning 5 key topics: abortion, atheism, climate
change, feminism, and Hillary Clinton.

As can be surmised from these descriptions, TweetEval is a benchmark of multi-class,
sequence classification tasks for Tweets. This leaves room for the construction of further
benchmarks that can explore performance in other areas.

Fine Tuning

Following previous works [22, 52|, fine-tuning for a classification dataset is performed by
adding a dense feed-forward layer that projects from the final model output size down to
the classification label set.

A limited hyperparameter search is performed (mirroring the fine-tuning parameters from
[22]), selecting a batch size € {8, 16,32} and a learning rate € {1x107°,2x 1075, 3x107°}.
A maximum of 10 epochs of training are performed on a fine-tuning dataset, with early
stopping implemented to select the tuned model that performs best on the dev set.

4.2 Tuning RoBERTa for Social Media

Models like GPT-2 [21] and RoBERTa [22| are not unfamiliar with internet data. In fact,
38 GB of RoBERTa’s training is known to be Reddit data. While some work advocates
that general language pre-training is beneficial no matter the domain [52], other works
question this assumption and investigate whether one can gain more performance using
a domain-specific language pre-training [53].

Here, this section considers the performance of the former approach and follows the fol-
lowing procedure:

e Select a general pre-trained Transformer model
e “Pre-tune” on a general training objective in the new domain
e Fine-tune the adjusted general model on any downstream, evaluative dataset

While this approach restricts models to the architectural hyperparameters decided by
previous work (including tokenization scheme), this provides an approach that allows
one to test a hypothesis without completely re-training a Transformer from the ground-

up.
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Parameter Value

Layers (L) 12
Hidden size (H) 768
Attn. Heads (A) 12

FF Size (4H) 3072

Sequence Length (S) | 512
Vocabulary Size (V') | 50,257

Table 4.1: Rough overview of the architectural hyperparameters for RoBERTa-base.

For example, if training on multiple platform’s data, is it helpful to learn some sort of
platform embedding to help a model differentiate between platforms? Such an embed-
ding could be structured off of the questions considered in Chapter 3 like whether the
platform has a board and whether the platform is pseudo-anonymous. To test this idea,
a model could be warm-started with general, pre-trained weights (potentially freezing
the weights as a feature extraction), augmented with additional weights for processing
platform embedding / representation information.

The downside of this approach is that all pre-training and structural biases that are
present in the general model will likely be inherited by the domain-specific adaptation.
Additionally, it cannot adopt a new tokenization scheme-something that has been ob-
served to be a limiting factor in the biomedical domain resulting in drug and compound
names being split across multiple tokens [53]. A common practice in NLP for social media
data is to strip URLs and perform special pre-processing to collapse other social media
artifacts into the same type of token. Perhaps this is less beneficial to do than retaining
these artifacts and having a domain-specific tokenizer that can efficiently tokenize these
elements?

Since this work is focused on autoencoding models, a pre-trained RoBERTa model [22] is
selected from Hugging Face’s Transformer library [99]: RoBERTa-base!.

4.2.1 RoBERTa

RoBERTa is a BERT model [20] with more optimally tuned pre-training hyperparameters
and a larger byte-pair encoding (BPE) vocabulary size. A summary of the pertinent
architectural hyperparameters can be seen in Table 4.1.

In adopting RoBERTa’s weights, one also adopts RoBERTa’s tokenizers. As RoBERTa
has a fixed, max-sequence length of 512 sub-word tokens and is a general language tok-
enizer, Table 4.1 considers the size of the posts in each platform’s datasets to understand
how well pairs of posts will fit within this sequence length. Additionally, the distribution
of post sizes by social media domain can be seen in Figure 4.1.

Table 4.2 shows that posts fit well within a length of 256, leaving each post half of a
sequence length. Even the least clipped and covered dataset (Reddit) is still well covered,
with 97.27% of posts naturally fully fitting within the sequence length of 256. Additionally,
not a single platform has less than 90% coverage even when considering a max length of
128 tokens.

Thttps://huggingface.co/roberta-base
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Max Length
Platform | Sub-Words 32 64 128 256
Twitter | 40.51 + 14.56 | 31.85 / 79.64 | 96.30 / 99.42 | 99.94 / 99.99 100 / 100
Facebook | 32.06 + 59.33 | 72.92 / 89.53 | 91.40 / 96.99 | 97.72 / 99.18 | 99.34 / 99.75
Reddit 60.71 + 86.09 | 45.92 / 73.42 | 72.96 / 88.94 | 90.00 / 96.51 | 97.27 / 99.18
4chan 39.17 £ 54.42 | 64.95 / 84.68 | 85.80 / 94.53 | 95.33 / 98.36 | 98.65 / 99.64

Table 4.2: Average post size as determined by RoBERTa’s tokenizer. Values are average
post size with respect to platform 4 the standard deviation. For size thresholds, left-most
value is indicative of the percent of posts that are less than or equal to the maximum
length and the right-most value is the percent of post’s tokens that are observed (as a
fuzzy-coverage metric).

An additional interesting note is the average sub-word sizes of each platform. For all but
one platform, the sizes of posts are around the same number of tokens: 30-40 tokens.
Twitter features far less variance in post size, but both 4chan and Facebook appear to be
fairly similar in lengths. For Reddit, the average is much larger with a lot higher standard
deviation—likely indicative of the longer, more essay-like posts that some users write to
one another (particularly on a subreddit like r/ChangeMyView).

4.2.2 Warm-Start Tuning Strategies

For all warm-start tuning experiments (experiments where models are first adapted to the
social media data domain, using pre-training objectives), the same general procedure will
be followed. An Adam [43] optimizer is used with a standard slanted triangular learning
rate schedule with a warm-up of 10% of the steps and a cool-down for the other 90%.
The peak learning rate is set to be 1 x 10~*. Furthermore, a batch size of 2,048 is selected
with a maximum training step limit of 62,500. Model performance is evaluated against
a dev set every 25 steps, and tuning is halted if dev perplexity is not decreased after 50
consecutive dev evaluations (1,250 steps). Tuned models are always checkpointed at their
best evaluated dev perplexity.

Beyond these fixed hyperparameters, two choices are considered for tuned models: tuning
data and tuning objective.

Data

As discussed in Chapter 3, data has been collected from four social media domains: Twit-
ter, Facebook, Reddit, and 4Chan. Any of these platforms’ data can be used individually
or in combination with one another. For example, if a model is to be deployed with
specific open-source use-cases in mind, it might be better to tune on Twitter and Reddit,
but drop Facebook entirely. 4Chan is a questionable domain. Its inclusion in a tuning set
could allow an NLU model to become aware of many slurs, which may be useful in the
detection of hate speech. In contrast, it may just toxify a model with storing un-helpful
biases. If 4Chan is to be used, extreme caution and testing is advised.
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Figure 4.1: Post sub-word length (per RoBERTa tokenization) across platforms.

column features raw sizes on x-axis, right column features log sizes on x-axis.
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Input Format

In previous works like BERT and ALBERT, two text sequences were concatenated with
the goal of learning long-range dependencies via cross-attention. This work similarly
selects two sequences to concatenate, but does so in a structured way: a post and a reply
pair. The hope is the pre-trained base will transfer some of its long-range self-attention
operations to extract useful features between parent-child texts.

Pre-Tuning Objectives

Since RoBERTa was first published, whole-word masking (WWM) has been found to be
a more efficient method of applying masking to a text [53]. Therefore, this work uses
WWM as its masking strategy at a rate of 15%.

Additionally, this work seeks to understand if auxiliary learning objectives can influence
a better transfer to the social media domain. Similar to the sentence order prediction
objective (SOP) from ALBERT [90], this work experiments with feeding a model with
pairs of posts and replies in random order and explicitly tasking the model with predicting
if they are in the correct order. This is a binary task that this work refers to as reply
order prediction (ROP). Just as the SOP objective was designed to encourage long range
attention operations, this objective makes explicit that a model should encode information
useful for understanding parent-child dependencies.

4.3 Full Pre-Training

A full pre-training of a Transformer model, while yielding much greater flexibility in
hyperparamter selection, is incredibly expensive. They are notoriously hard to train from
scratch and are known to exhibit unstable training dynamics. Additionally, it is not
entirely clear, at this stage, whether it is beneficial to fully train one’s own model if
they have enough in-domain data. Perhaps it is simply more beneficial to start with
the weights of a model that already exhibits decent performance on a task like masked
language modeling?

For example, authors in [52| explore the idea of comparing a full pre-training of a Trans-
former model versus simply fine-tuning a pre-trained model. Their results suggest that,
at least for Twitter tasks, a full pre-training is unnecessary. Instead, they recommend to
start with a pre-trained model, like RoOBERTa, and spend some time pre-tuning it to the
target domain.

In contrast to the findings of [52], the authors of PubMedBERT [53| find the opposite to
be true of the biomedical domain. Their findings highlight the mismatch of tokenization
strategies and advocate that a more domain specific tokenization allows for improvements
on linguistic tasks in the biomedical domain. This suggestion about tokenization, espe-
cially sub-word tokenization for Transformers, is not a new remark as other works have
similarly expressed the importance of domain and obtaining a proper sub-word tokeniza-
tion encoding [36].

Another significant barrier to creating one’s own pre-trained model like BERT or RoBERTa
is the necessary hardware and pre-training time cost. When scoping a fully pre-trained
model with the available lab hardware, it was calculated that a single experimentation
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run (on a 4 GPU setup) would take upwards of 180 days to complete. As this is far
beyond the scope of this current work, this option was omitted. Instead, this work looks
to highlight different architectural considerations, initialization schemes, and pre-training
algorithms to increase the speed and efficiency of the pre-training, yielding these insights
in one place for future work and development.

4.3.1 Architecture

The architectural adjustments here are made with autoencoders like BERT and RoBERTa
in mind. However, instead of inheriting the architecture of BERT as the base of this model,
this work highlights the following adaptations:

Embedding Factorization

In the original BERT paper, the context-independent, sub-word embedding size is tied
to the internal, hidden layer size of a model. ALBERT [90] advocates for splitting this
size selection into two parameters: an embedding size, F/, and a hidden layer size, H.
This factorization allows for the internal representation size to vary without increasing
the embedding size.

Furthermore, the authors of [90] make the argument that the dimensionality required to
learn context-independent sub-word embeddings is much smaller than what is necessary
to learn context-dependent internal representations. Acting under this assumption, one
can see that it is much more efficient to factor these two sizes and reduce the number
of multiplications that are necessary and would only be updated sparsely during train-
ing.

For example, consider a vocab size V' = 50,000, a hidden representation size of H = 768,
and an embedding size £ = 128. The cost of computing O(V x H) < 38.4 x 10° is far
greater than O(V x E4+Ex H) < 6.4x10°4+98.3 x 10%. As one can see from this example,
the factorization has produced an operation count that is approximately one sixth of the
original cost.

Reduced Sequence Length

As noted when warm-starting RoBERTa in the socia domain, social media posts are short
with respect to the general text that models like BERT and RoBERTa aim to model. As
one of the major bottlenecks of computational cost in a Transformer model is its self-
attention cost (quadratic in the sequence length L), reducing the input sequence length
would further reduce the cost-per-step of Transformer training and inference.

Here, we train domain-specific Transformer vocabularies with a SentencePiece tokeniza-
tion to understand the amount a sequence length can be reduced beyond L = 512. For
each of these domain-specific models, V' = 50, 257, equivalent to the vocabulary sizes for
both RoBERTa and GPT-2. A presentation of the amount of truncated posts at various
sequence length can be seen in Table 4.3.

Unsurprisingly, Table 4.3 shows that a specialized tokenization tuned for the data from
a specific platform does benefit the sub-word token coverage. Arguably more interesting
is the fact that training a tokenizer on all of the social media data obtains most of the
benefits seen from a platform specific tokenizer, while having generality as a social media
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Max Length
Platform Sub-Words 32 64 128 256
TWT-Specific 36.04 4+ 15.65 | 44.84/83.76 | 96.55/99.48 | 99.96,/99.99 100/100
TWT-Social 36.06 + 15.67 | 44.41/83.88 | 96.47/99.50 | 99.97/99.99 100/100
TWT-RoBERTa | 40.11 £+ 18.04 | 36.55/79.83 | 93.37/98.90 | 99.77/99.95 | 99.98/100
FB-Specific 24.29 4+ 51.80 | 80.79/92.30 | 93.35/97.70 | 98.32/99.41 | 99.53/99.82
FB-Social 24.32 + 51.92 | 80.77/92.29 | 93.36/97.70 | 98.31/99.41 | 99.53/99.82
FB-RoBERTa 25.58 4+ 56.12 | 79.52/91.75 | 92.86/97.50 | 98.16/99.36 | 99.49,/99.80
RDT-Specific 130.79 + 181.55 | 23.12/51.62 | 45.05/71.40 | 69.57/86.88 | 87.57/95.50
RDT-Social 134.35 + 187.08 | 22.52/50.29 | 44.16/70.71 | 68.72/86.41 | 87.07/95.28
RDT-RoBERTa | 133.87 + 187.31 | 23.01/51.25 | 44.61/70.88 | 68.86/86.42 | 87.07/95.28

Table 4.3: Sequence length for domain-specific SentencePiece tokenization models. For
platform specific coverages, percentages are given as a hard percentage (percent of posts
that are not truncated) and a soft percentage (percent of tokens that are covered, prior
to truncation).

domain general tokenizer. The only data source that seems to deviate slightly from this
observation is the Reddit data. This does makes sense, however, when one considers the
fact that Reddit posts are typically longer-form and more formally written than something
like a Twitter post.

Weight Sharing

As noted in works like SBERT [91|, BERT’s strategy of concatenating two sentences
to compute cross-attention between sentences via self-attention is extremely inefficient.
SBERT highlights how finding the pair of most similar sentences in a collection of 10,000
sentences using this method would take 50 million inference computations and over 65
hours. Instead, by processing sequences using the same weights (sometimes called Siamese
networks or triplet network structures) one can perform the same pair-wise computations
in around 5 seconds.

It is not readily obvious that there is significant benefit to pre-training with cross-attention
between two social media posts (a post and reply). In fact, by avoiding this one can shorten
the max sequence length and increase pre-training speed. Instead, this work considers the
explicit modeling of post vectors that can be combined with other post vectors through
more computationally efficient operations like cosine similarity during auxiliary learning
objectives, similar to sentence order pair.

Interestingly enough, this line of work leads back to sentence representation modeling like
the Universal Sentence Encoder [100-102]. Leaning heavily upon an idea, presented in
other works [103|, that the representation learning problem is easier than the language
prediction problem.
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Train Loss | Dev Loss

Model Objective | Max Step | Start | End | Start | End
RoBERTa-FB MLM 21.6 K 432 | 1.40 | 4.71 | 1.68
RoBERTa-reddit MLM 19.3 K 295 | 1.95 | 2.85 | 1.63
RoBERTa-4chan MLM 199 K 3.99 | 229 | 429 | 1.29
SocBERTa-FB | MLM+ROP 23.7 K 17.93 | 1.50 | 17.95 | 1.75
SocBERTa-reddit | MLM+ROP 12.6 K 18.06 | 5.75 | 17.98 | 4.84
SocBERTa-4chan | MLM+ROP 21.9 K 17.89 | 5.09 | 17.89 | 3.29

Table 4.4: Results of pre-tuning models from a general RoBERTa-base checkpoint to var-
ious social media domains. The maximum number of steps are included because some
models are trained for longer based on when early stopping criteria is reached. Addition-
ally, final training and dev losses are presented to contextualize how well the model fit
the tuning objective.

4.4 Experiments

4.4.1 Effects of In-Domain Tuning

As previously highlighted, there is significant uncertainty within the field as to whether one
should (when possible) pre-train their own model from scratch in-domain or should warm-
start their model with weights from general domain pre-training. In this experiment, the
social media domain is considered to understand which is more beneficial: training from
scratch, warm-starting, or directly fine-tuning from general to domain specific task.

Models are tuned in-domain as outlined above. Only three domains are selected?; com-
binations of domains are left to future work. Since early stopping is implemented, some
models are trained for more steps than others based on how easily the model adapts to
the new domain. Table 4.4 indicates the maximum number of steps each domain-specific
model were trained as well as its final train and dev loss.

4.4.2 FEvaluation

Model Emoji Emotion Hate Irony Offensive Sentiment Stance All
RoBERTa-base | 33.1 4 0.2 (33.3) | 78.8 + 1.0 (80.0) | 45.6 & 3.2 (50.9) | 65.1 & 1.7 (67.9) | 80.5 + 0.3 (81.0) | 72.6 £ 1.0 (73.4) | 69.3 & 0.6 (70.0) | 63.6 + 0.7 (64.6)
RoBERTa-FB 33.4 4 0.2 (33.6) | 80.6 £ 0.6 (81.3) | 48.4 £+ 3.1 (53.8) | 70.7 + 1.2 (72.2) | 80.7 & 1.1 (81.9) | 72.5 £ 0.5 (73.1) | 70.3 £ 0.4 (70.9) | 65.2 & 0.7 (66.5)
SocBERTa-FB 33.9 4+ 0.4 (34.3) | 79.4 & 0.8 (80.4) | 47.1 £ 1.9 (49.0) | 71.0 + 1.2 (72.1) | 80.3 & 0.5 (80.9) | 72.7 £ 0.1 (72.8) | 71.2 + 1.5 (73.3) | 65.1 + 0.2 (65.4)

RoBERTa-4chan | 33.2 4 0.2 (33.4) | 78.6 & 0.6 (79.0) | 51.4 + 2.6 (56.0) | 66.9 + 1.5 (68.6) | 81.1 &+ 0.7 (81.7) | 72.2 £ 0.4 (72.9) | 70.1 £ 0.9 (71.5) | 64.8 + 0.2 (65.0)
SocBERTa-4chan | 33.2 4 0.3 (33.5) | 78.1 + 0.3 (78.3) | 49.8 £ 2.1 (53.1) | 65.4 &+ 1.9 (67.2) | 79.9 + 0.5 (80.5) | 72.0 £ 0.4 (72.6) | 70.6 = 0.6 (71.3) | 64.2 + 0.5 (64.9)
RoBERTa-reddit | 33.0 £ 0.2 (33.4) | 79.3 + 0.9 (80.7) | 48.2 &+ 2.3 (51.3) | 65.6 £ 3.1 (69.1) | 80.8 + 0.7 (82.0) | 73.1 & 0.4 (73.7) | 70.0 £ 0.6 (70.8) | 64.3 £ 0.8 (65.3)
SocBERTa-reddit | 33.2 £ 0.2 (33.5) | 78.4 + 0.7 (79.1) | 48.2 4+ 1.3 (49.4) | 68.0 £ 0.4 (68.6) | 80.8 + 1.0 (81.7) | 72.5 + 0.3 (73.0) | 69.9 & 1.4 (70.9) | 64.4 £ 0.2 (64.7)
SotA 36.0 79.8 65.1 70.5 82.9 72.9 72.6
Metric M-F, M-F, M-F, FO M-F, M-Rec AVG(F@, F) TE

Table 4.5: Model comparison on TweetEval benchmark. All results are displayed for the
test split. Results are averaged + standard deviation over 5 random seeds. Parentheses
indicates the maximal performance obtained in a single run. Bolded values are the max-
imal observed during experimentation.

Table 4.5 displays the final test performance of tuned models on the TweetEval benchmark.
For each model, fine-tuning is performed with 5 random seeds and averaged over the trials

2At time of model development, Twitter data did not have size parity with respect to other data
domains.
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to help control for randomness in model performance. Additionally, maximal performance
for each model is recorded in parentheses.

From this evaluation, one should note a few things:

e Tuning in the desired domain is extremely beneficial. This is somewhat trivial and
obvious from past work, but is a reassuring sanity check that the warm-start tuning
experiments were not for naught. In all tasks (and overall, when averaging scores for
the final TE metric), one of the tuned models outperforms the baseline RoBERTa
model.

e Tuning on Facebook data seems to be beneficial for Twitter tasks in TweetEval.
This is somewhat surprising, although out of the 3 domains attempted, perhaps
Facebook is most aligned with the style of Twitter posts. The Facebook trained
models are the best in all but the sentiment, offensive, and hate-speech detection
sub-tasks.

e 4chan data can actually be extremely helpful—when seeking to detect hate speech,
that is. Although not immensely helpful for many of the other tasks, 4chan does
provide significant boosts to performance of the models trained for hate speech
detection.

e ROP-tuned models do not experience too much of a difference and for many of the
models, the auxiliary objective appears to harm performance. Future work should
investigate this further, but this aligns with other objections to the importance of
auxiliary objectives [90].

4.4.3 Discussion

As is apparent from past works |52, 53| as well as the results on the TweetEval benchmark,
it is highly beneficial to tune generally pre-trained models on the domain of interest. One
of the most successful experiments resulted in more than a 5 point increase in F1 score
on hate speech detection when exposing the RoBERTa model to 4chan data. This is
interesting and insightful. Future work should consider such an approach going forward,
with caution, as it is still uncertain what negative effects could arise from the exposure
of generally pre-trained models to particularly toxic data domains (beyond simply being
able to detect hateful /toxic content more accurately).

Additionally, it is worth remarking on the somewhat underwhelming performance in-
creases attained by this line of experimentation. For warm-start fine-tuning experiments,
where a single domain tuning takes upwards of a week on the hardware available, is it truly
worth this adjustment if the result is just a moderate 1-3 point increase in most settings?
Such questions and reflection requires another look at whether the pre-training is really
what is necessary to adjust for these types of tasks or if there is a different methodology
or approach that would be more successful.

Concurrent with the conclusion of this work is the publication of another work which
suggests that Transformer-based autoencoding models may not be doing as much as pre-
vious researchers have claimed [104]. Specifically, the authors in [104] explore questions of
word order and whether it truly even matters in pre-training. Their results are surprising;
many of them seem to suggest that word order does not impact a model that much, and
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that what is truly important is the ability for a model to be able to fit higher-order co-
occurrence statistics and to incorporate some notion of position into pre-training, which
can then be recovered or mapped to the actual notion of order and position present in
the downstream, target task.

Regardless of the precise interpretation one takes from this work, it does offer some ex-
planatory power for why certain results are observed in the experiments here: Transformer
models simply may not be doing, internally, what is assumed and different tuning objec-
tives are needed to tackle the more socially-oriented tasks that are sought after for the
social media domain. That’s not to even say that tuning, in the fashion presented here,
cannot yield even higher performance with more data, but rather that, perhaps, this
should indicate that this is not the most fruitful line of approach.

In line with these recent observations and experimental outcomes, this work is actively
exploring new methodologies for initializing language representations using a data-free
method.
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Chapter 5

Conclusion

Thus concludes this undergraduate thesis exploration into representation learning in the
social media domain. This work has covered both a universal data model that will be
utilized when tackling new social media, cross-platform studies as well as for the compila-
tion of training data for machine learning models in this ever-growing social domain. This
work also explored the tuning of Transformer-based language models, finding moderate
yet underwhelming success when transferring models to the proper domain (social media)
prior to tuning for the choice task. While already apparent from previous, this gives
further empirical support to these notions as well as providing an interesting perspective
of the exposure of pre-trained models to toxic data domains when one seeks to classify
and detect hate speech.

The most significant outcome from this work is an abstract and concrete one. In the
abstract, this work has introduced an underlying data model for cross-platform social
media analysis. While by no means does this work proclaim the model is optimal or
that it will not be surpassed in a future update to it, it does present itself as an initial
starting point that future works can revise, adjust, or completely deviate from. Much
more concretely, this work also produces a Python package to facilitate such cross-platform
social media analysis. To exhibit this kind of exploration and what the data model and
package enable, this work considered several social media datasets, highlighted the effects
of structural decisions, and outlined a number of paths that can be pursued using this
data model from information propagation to filter bubbles to the growth and evolution
of singular posts and entire social communities.

This work also explored the warm-start fine-tuning approach for large Transformer-based
language models, a technique where one begins with the weights of a pre-trained model,
uses a pre-training objective to adapt to a new data domain, and then finally fine-tunes
to whatever target task is desired (within that new domain). Exploring a couple of pre-
training objectives and several data domains, this work found benefit (albeit, minimal
benefit) from taking this approach, managing to surpass baseline models in most com-
binations. That said, the results in this work along with more far-reaching results like
that of [104] indicate that there is a fundamental disconnect between what it is that these
models are fitting during pre-training and what exactly makes them so successful. In
line with these glaring gaps in what is understood and what is hypothesized, future work
that stems from this project is currently focused on whether or not pre-training is just
an extremely computationally expensive method for weight initialization and if data-free,
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theory-driven approaches can be developed that circumvent such a high temporal and
computational cost.
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